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A B S T R A C T  

This paper describes the accurate shape in- 
spection method of 3-D objects. To make mea- 
surement more precisely, we introduce a newly 
developed composite image sensor system. The 
image u n i t  of the proposed system has two dif- 
ferent type image sensors, area and line types. 
i t  is so dcsigncd that i ts  pixel composition is 
overlapped optically, so i t  is possible t o  ob- 
tain two images provided by two image sensors 
on the same plane respectively. In the mea- 
suring process, f i rs t ,  seven Gray coded light 
patterns are  projected on the objects one af- 
t e r  another and each image is inputted by the 
area sensor and range data are  calculated a t  
an accuracy of 2mm along the Z direction. Then 
the most thin light s t r ipe pattern is projected 
and only marked regions extracted from the 
area image are  scanned by the line sensor and 
range data are calculated a t  an accuracy of 
0.3mm. The advantage of proposed system is 
that the measurement accuracy in marked re- 
gions can be improved up to 7 times better than 
that of conventional ranging systems and 
amount of image data is much reduced and ac- 
quisition time is also shortened. 

3-D shape measurement is a very important 
and useful technology in the fields of rec- 
ognition of parts' shapes, robot vision o r  
shape of human body, e t ~ ' ) ~ ' ~  . Especially 
shape measurements using image processing 
techniques have such advantage that non con- 
tact,  high speed, automatic, reliable, etc,  so 
many effective methods have been in- 
vestigated"'. B u t ,  they have a serious draw- 
back that thc accuracy of their methods is or- 
der of mm i n  the X-Y plane and order of cm 
along the Z direction, so that the improvement 
of the accuracy is one of the significant re- 
search theme. To improve the accuracy and to 
shorten the measurement time. Sato and 
inokuchi5' proposed range finder with a liquid 
crystal shut ter  and improved input times within 

3 seconds and also improved the accuracy by 
double precision method and interpolations of 
space code. Recently, Uesugie' proposed a new 
ranging system using s l i t  light scanning m~th -  
od. But, they use a NTSC type TV camera, so the 
accuracy of system is restricted by t h ~  res- 
olution of NTSC formats. If higher resolutiori 
is required, specially constructcd image input 
systems must be introduced. But they a re  ex- 
pensive and amount of image data are  increased 
abruptly and much more times a re  necessary in 
image processing. 

In this paper, to  enable highly accurate 
shape inspection of 3-D objects in a short time. 
we introduce a newly developed composite image 
sensor system and a time-coded stripe type 
pattern projection method using liquid crystal 
shutter. The image input unit of this system 
has two different type image sensors, area and 
line types, and i t s  pixel composition is 
overlapped optically. The area image sensor is 
used t o  obtain ranging image and t o  extract 
regions necessary for shape inspection. A 
rough ranging image of objects is obtained by 
changing seven types of s t r ipe projection pat- 
terns one af ter  another. Then marked regions 
are  extracted in the area image by image proc- 
essing methods and mechanically scanned by the 
line sensor a t  an accuracy of seven times 
better than that  of the area sensor. Using both 
area and line image data, 3-D shape mea- 
surement is established effectively. 

S Y S T E M  C O N F I G U R A T I O N  

3 - D  P A T T E R N  P R O J E C T I O N  

Figure 1 shows the setup of projector and 
imaging system for  the time-coded pattern pro- 
jection method. In our system, the composite 
image sensor is used instead of a NTSC type TV 
camera. A liquid crystal shut ter  generates 
Gray coded s tr ipe light patterns on the sur- 
face of objects quickly. Numbers of stripes of 
the shutter is 128, so seven light patterns are  
projected one af ter  another and each images is 
inputted and stored in frame memories within 3 
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seconds. Figure 2 shows t h e  input image by t h e  
a r e a  image sensor  under uniform illumination. 
Figure 3 shows t h e  inputted image under most 
thin l i gh t  pa t t e rn  project ion.  The input image 
i s  a 255 leveled g rey  image , s o  binarizat ion of 
each image i s  necessary. Binarization i s  done 
based on t h e  complementary pa t t e rn  method". 
This method requi res  two times much more 
images than  t h e  conventional method, but  
s t a b l e  b inar iza t ion  i s  established f o r  colored 
o r  t ex tu red  ob jec t s  except  black. Figure 4 
shows an example of a Gray coded image. Then, 
t h e  Gray coded pa t t e rn  image i s  transformed 
in to  a binary coded image. Based on t h e  
conventional  method, most thin s t r i p e  pa t t e rn  
image i s  not  necessary. We use most th in  s t r i p e  
pa t t e rn  image t o  obtain sharp  and accura te  
pa t t e rn  edges. The Gray coded pa t t e rn  image i s  
cons t ruc ted  by composition of seven binary 
images, s o  p a t t e r n  edges of ad jacent  codes a r e  
d i s to r t ed  by binarizat ion,  composition and 
noise e t c .  By comparison between two images, a 
r e l i ab l e  image i s  obtained a s  shown in f igure  5. 
Figures 6 and 7 show examples of 3-D display 
of t a r g e t  o b j e c t s  along d i f ferent  view angles. 
Figure 8 shows space co-ordinates and system 
arrangement. The position of t h e  origin i s  a 
principal  point  of  TV camera lens. The position 

of t h e  principal  point of p r o j e c t o r  lens  i s  (0, 
D,Zp). Positions of ob j ec t s  ( X . Y , Z )  a r e  derived 
based on t h e  t r iangular  method a s  follows. 

X = Z . t a n E  
Y = Z . t a n 6  (1) 
Z = ( Z p + D t a n e ) / ( l  + t a n 6  . t a n O )  

tan  E =dx . x i / lc ,  tan  6 =dy . y i / lc  
e = O o - d B .  C i  

D =350mm. Z p =50mm, O o =70. dB =O. 155, l c  =16.3mm 
and dx=dy=O.O129mm. (xi.yi) is  pixel address  in 
t h e  a r e a  image plane and Ci i s  a code number. 

C O M P O S I T E  I M A G E  S E N S O R  

To obtain accura te  images f o r  two o r  t h r ee  
dimensional objec ts ,  we in t roduce  a composite 
image sensor  system. Figure 9 shows t h e  
outlook of t h e  proposed system. Figure 10 
shows construction of t h e  image input  unit.  
Both a r e a  and l ine  image sensors  a r e  designed 
t o  photograph same view f ie lds  with d i f ferent  
resolution a s  shown in f igure  11. Figure 12 
shows t h e  block diagram of  t h e  image input 
unit.  The resolution of t h e  a r e a  sensor  i s  
512x480 pixels  and t h a t  of t h e  l ine sensor  i s  
5000x1 pixels  respectively.  

In o rde r  t o  make measurement e f fec t ive ly  
using both two d i f ferent  type  image sensors.  
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f i r s t ,  t h e  t a r g e t ' s  rough  pos i t ion  is i n p u t t e d  
by t h e  a r e a  image s e n s o r .  Then marked reg ions  
a r e  e x t r a c t e d  in  t h e  a r e a  image by  using image 
process ing  techniques.  Only marked reg ions  a r e  
scanned by t h e  l i n e  image s e n s o r s  and p r e c i s e  
information o f  shapes  and  s i z e s  is obtained.  A s  
t h e  r e s u l t s ,  t h e  read  o u t  reg ions  a r e  limited, 
t h e  amount o f  d a t a  i s  much reduced and t h e  
time requi red  f o r  image i n p u t  and process ing  i s  
conspicuously s h o r t e n e d .  F igure  13 shows a 
marked region i n  t h e  a r e a  image. A white box is 
t h e  region scanned by  t h e  l i n e  s e n s o r  and f ig -  
u r e  14 i s  an ob ta ined  image. The r e s o l u t i o n  i s  
improved 7 times b e t t e r  t h a n  t h a t  of  t h e  a r e a  
image. F igure  15 shows a n  example of  two 
dimensional d i s t a n c e  measurement between two 
p o i n t s  in  t h e  a r e a  image. The upper  p a r t  o f  t h e  
image shows t h e  a r e a  image and lower p a r t  
shows t h e  l i n e  image. Measured d i s t a n c e  
between c e n t e r s  o f  two h o l e s  i s  1859 p i x e l s  
(=184.6mm). F igure  16 shows a n  example o f  
pos i t ions  and h o l e  diameters  of  mechanical 
p a r t s .  16 reg ions  a r e  marked and composed 
images o f  each region a r e  shown in f i g u r e  17 
and t h e  accuracy  is within 0. l m m .  

3 - D  S H A P E  I N S P E C T I O N  

In t h i s  s e c t i o n ,  we propose  3-D shape  in- 
s p e c t i o n  method using b o t h  time-coded p a t t e r n  
p r o j e c t i o n  and t h e  composite image s e n s o r  sys -  
tem. F igure  18 shows a n  example of  t h e  a r e a  im- 
a g e  o f  t a r g e t  o b j e c t s .  F i r s t ,  seven  g r a y  code  
l i g h t  p a t t e r n s  a r e  p r o j e c t e d  on  t h e  o b j e c t s  
one  a f t e r  a n o t h e r  and each image i s  input ted  
by t h e  a r e a  s e n s o r  and range  d a t a  a r e  
c a l c u l a t e d  us ing  eq . ( l )  a t  a n  accuracy  ol' 2mm 
a l o n g  t h e  Z di rec t ion .  F igure  19 shows t h e  3-D 
d i sp lay  of  o b j e c t s .  Then, t h e  most t h i n  l i g h t  
s t r i p e  p a t t e r n  i s  p r o j e c t e d  a s  shown in f i g u r e  
20. Figure  21 shows t h e  l i n e  image o f  t h e  
marked region in f i g u r e  18 u n d e r  uniform 
illumination. F igure  22 shows t h e  b ina l ized  
image under  most t h i n  s t r i p e  p a t t e r n  
p r o j e c t i o n .  In o r d e r  t o  c a l c u l a t e  t h e  t h r e e  
dimensional pos i t ion  o f  o b j e c t s  using t h i s  
image, t h e  code  numbers o f  each s t r i p e s  a r e  
required.  Based on t h e  def in i t ion  of  t h e  time 
coded p a t t e r n  p r o j e c t i o n  method, seven images 
with d i f f e r e n t  p r o j e c t i o n  p a t t e r n s  must be  
scanned by t h e  l i n e  image s e n s o r .  Image input  
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time o f  o n e  scanning  r e q u i r e s  a b o u t  9 seconds,  
s o  t o t a l  image i n p u t  time may be  more than  2 
minutes. To c l e a r  t h i s  problem, t h e  space-coded 
a r e a  image d a t a  in  f i g u r e  19 i s  a l s o  used. The 
marked region i n  t h i s  image i s  magnified 7 times 
of  t h e  o r i g i n a l  image as shown i n  f i g u r e  23. 
Each s t r i p e  h a s  a p e c u l i a r  code  number from 
z e r o  t o  127. By comparing with f i g u r e s  22 and 
23. code  numbers o f  each  p ixe l  i s  t r a n s f e r r e d  
i n t o  t h e  b inar ized  Image in f i g u r e  22. Code 
numbers o f  p i x e l s  n e a r  p a t t e r n  edges  a r e  
decided by  i n t e r p o l a t i o n  of  code numbers of  
neighboring pixels .  A s  t h e  r e s u l t s ,  image input  
time c a n  b e  s h o r t e n e d  within 18 seconds  (= two 
scanning  times). F igure  24 shows 3-D d isp lay  o f  
o b j e c t s  b y  t h e  a r e a  image and f i g u r e  25 shows 
3-D d i s p l a y  o f  same o b j e c t s  by t h e  method men- 
t ioned above. The r e s o l u t i o n  in marked regions 
i s  improved 7 times b e t t e r  t h a n  t h a t  in  o t h e r  
reg ions  in  t h e  a r e a  image. 

C O N C L U S I O N  

We have  descr ibed  p r e c i s e  3-D shape in- 
s p e c t i o n  method us ing  b o t h  time-coded p a t t e r n  
p r o j e c t i o n  and newly developed composite i m -  
a g e  s e n s o r  system. The a r e a  s e n s o r  is used t o  
ob ta in  a rough  r a n g e  d a t a  by  t h e  time-coded 
p a t t e r n  p r o j e c t i o n  method a t  a n  accuracy  o f  

2mm a long  t h e  Z d i r e c t i o n  and a l s o  t o  e x t r a c t  
marked reg ions  scanned by  t h e  l i n e  sensor .  The 
l i n e  s e n s o r  i s  used t o  ob ta in  p r e c i s e  range  
d a t a  i n  marked regions o f  t h e  a r e a  image a t  an 
accuracy  of  0.3mm. The acquis i t ion  procedure  
of image i n p u t t i n g  and range  convers ion  
r e q u i r e s  a b o u t  20 seconds. The 3-D d isp lay  of  
t a r g e t  o b j e c t s  r e q u i r e s  a b o u t  2 minutes by 
workstat ion.  This system c a n  be c o n t r i b u t e d  t o  
make shape and s i z e  inspec t ions  of  3-D p a r t s .  

R E F E R E N C E S  

l)Y.Ozaki, K.Sato and S.Inokuchi: "Rule-drlven 
process ing  and recogni t ion  from range  image", 
Proc. 9 th  ICPR ,pp804-807.1988. 
2)Y.Shirai: "Recognition of  po lyhedra  with a 
range  f inder"  Proc. IEEE.Vol.4, ~243.1972. 
3)M.Ishii and T.Nagata: "Fea ture  e x t r a c t i o n  o f  
three-dimensional o b j e c t s  and v i sua l  pro-  
ceeding in a hand-eye system using l a s e r  
t racker" ,  P a t t e r n  Recognition,Vol.8, p.299.1976. 
4)D.H.Ballard and C.M. Brown : "Computer 
Vision", Pren t i l e -ha l l .  Inc. ,(1982). 
5)K. S a t o  and S. Inokuchi: "Range-Imaging System 
Uti l iz ing Nematic Liquid C r y s t a l  Mask",Proc. 
IEEE ICCV.pp657-661.1987. 
6)M. Uesugi , M. Inomata: "3-D Shape Measurement 
with Image Encoder" Proc. 28th SICE, p.305 
,1989 ( in  Japanese) .  




