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Abstract. This paper discusses some of the most interesting challenges
to which the games research community members may face in the area
of the application of arti�cial or computational intelligence techniques
to the design and creation of video games. The paper focuses on three
lines that certainly will in�uence signi�cantly the industry of game de-
velopment in the near future, speci�cally on the automatic generation of
content, the a�ective computing applied to video games and the genera-
tion of behaviors that manage the decisions of entities not controlled by
the human player.
Keywords:Game Arti�cial Intelligence, Non-player characters, Proce-
dural Content Generation, A�ective Computing, Human-like behavior.

1 Introduction

According to the Entertainment Software Association [1] there are 155 million
U.S. Americans that play videogames, with an average of two gamers in each
game-playing U.S. households. The total consumer spend were 15.4 billion dol-
lars in 2014 just in the United States. These �gures show the good condition of
the video game industry, which has taken the lead in entertainment industry.
This situation has been a motivation for the research applied to video games,
which has gained notoriety over the past few years, covering several areas such
as psychology and player satisfaction, marketing and gami�cation, arti�cial in-
telligence, computer graphics and even education and health (serious games).

In the same way, the industry is beginning to adopt the techniques and
recommendations academia o�ers. The reader interested in the current state
of arti�cial intelligence techniques within the industry should refer resources
such as the website AiGameDev1, the AI Summit from the Game Developers

Conference, the AI Game Programming Wisdom and Game Programming Gems
book collections, or the book by Ian Millington and John Funge [22].

Research in arti�cial intelligence may take advantage of the wide variety of
problems that videogames o�er, such as adversarial planning, real-time reactive
behaviors and planning, and decision making under uncertainty. For instance,

1 http://aigamedev.com



real-time strategy games, which are a portion of the whole videogames, are being
used as testbeds and frameworks for brand new arti�cial intelligence techniques,
as stated by our previous study on real-time strategy and arti�cial intelligence
[18].

This paper aims at some interesting trends that seems to guide the future of
videogames, and the challenges that they o�er to academia, focusing on the ap-
plication of arti�cial intelligence and, more precisely, computational intelligence,
i.e. bio-inspired optimization techniques and meta-heuristics [20]. We want to
clarify that the universe of uses of optimization techniques on the development
and game design is extremely broad and we do not pretend to make an ex-
haustive tour on it in this paper; in fact we recommend the interested reader
a reading of other papers that have been published in the literature and serve
as a basis to learn about the state of the art [37,43]. We focused, instead, on
certain research areas that will in�uence signi�cantly in the creation of commer-
cial games over the next decade, we refer to the procedural content generation,
a�ective computing, which has an impact in player satisfaction and the creation
of behaviors or strategies of decision making for non-playable characters (NPC).

2 Procedural Content Generation

Procedural content generation refers to the creation of videogame content through
algorithmic means, such as levels, textures, characters, rules and missions (the
content may be essential to game mechanics or optional). The fact of procedu-
rally generate the content may reduce the expenses of hiring many designers
in order to create the content manually and even being a source of inspiration
for them, suggesting novel designs. Moreover, it is possible to establish some
criteria the generated content must meet, such as adjusting the created level to
the player's game style in order to o�er a continuous challenge to her. If the
generation process is made in real time and the content is diverse enough then
it may be possible to create real in�nite games, which o�ers the player a brand
new gaming experience every time she starts a new one. These bene�ts are well-
known by the industry, as exposed by the use of these kind of techniques in
successful commercial games such as Borderlands saga, Skyrim, Minecraft and
Terraria.

Many distinctions may be drawn when dealing with procedural content gen-
eration and its procedures. Regarding when the content is generated, it might
be during the execution of the game (online generation) or during the develop-
ment (o�ine generation). If we speak about the main objective of the generated
content, this could be necessary for the game progression, hence it is mandatory
to ensure that the content is valid, or it should be optional, as the decoration of
levels.

Another question is the nature of the generation algorithm, that is, if we have
a purely stochastic algorithm, in which content is created from random seed,
or, conversely, a deterministic algorithm, where the content is generated by a
parameter vector. The third possibility is the hybridization of both perspectives,



designing an algorithm with a stochastic and a deterministic component working
together.

Looking at the objectives to be met, the creation process can be done in a
constructive manner, ensuring the validity of the content throughout the process.
The other option is to follow a scheme of generating and testing, where a lot of
content, which goes through a validation phase and subsequent disposal of that
which does not comply with the restrictions, is generated. The latter scheme is
the most currently employed by the research community, and it is based on the
search of the content in the space of possible solutions. The validation is done by
assigning values to content so that its level of quality is quanti�ed according to
the objectives. Apart from maps and levels, there are other examples of content
that may be generated procedurally such as music [7], stories for role-playing
games [27], game rules [11] and quests [27].

These techniques are commonly used to generate maps and levels, as evi-
denced by the large number of papers devoted to this issue [14]. For instance,
authors of [17] approach the problem of matchmaking in multiplayer videogames
evolving maps for a �rst-person shooter in order to improve the game balancing
for certain combinations of player skills and strategies. With a similar content
type, authors of [10] presented a genetic algorithm for the generation of levels for
the Angry Birds game whose objective is to minimize the elements' movement
during a period of time, obtaining stable structures during the process.

3 A�ective computing and player satisfaction

It was Rosalind Picard who in 1995 introduced the term A�ective Computing
and de�nes it as the computation which relates arises or in�uences emotions
[30]. In the context of video games, there is still research on how to extrapolate
the vast �eld of emotions onto a game's stage, the good reasons why to do it
are clear [12], but the results obtained so far are usually modest compared to
everything academia expect to achieve.

One of the earliest forms used to incorporate emotions in games was through
the narrative, by generating situations that caught the player either by the char-
acters, the incorporation of all kinds of con�icts and fantastic stories or by real
life situations (Final Fantasy and Resident Evil sagas use this kind of emotional
narrative). In a similar way, there are other games that stand out due to the
high realism of their simulations and the incorporation of emotions to the main
character (see Figure 1). This kind of a�ective focused on the main character
requires a lot of artistic work in order to simulate the emotions in a realistic
manner (it is common to use motion capture techniques and hire professional
actors). For instance, the videogame Beyond: Two Souls heavily relies on the
narrative and guides the player through a prede�ned story, hence limiting the
possible actions the player may take so it is easier for the software to have control
over the emotional �ow of the main character. Generally, this approach to the
implementation of emotion has as main objective to increase the user's immer-
sion into the game and to do so, it sets emotional dynamics between the human



player and the main character, so the player r empathizes with the actions her
character conveys.

Fig. 1. Characters from Heavy Rain and The Walking Dead

There is another approach which aims to make the non-playable characters
(NPCs) involved in the game behave as emotional individuals and, therefore,
their emotions should in�uence the game whenever they take decisions. In order
to achieve this, NPCs must have a high level of perception because they must re-
act to every event that happens around them which could a�ects their emotional
state, such as shrill sounds or �re. In this sense there exist interesting proposals
that o�er techniques and models devoted to implement emotional behaviors for
the virtual agents [15,28,29].

The aforementioned approaches manages the a�ectivity through the virtual
agents, focusing on what happens inside the videogame without taking into
account the emotional relationships that players express while they are playing
the game. This situation led us to a third approach, namely self-adaption in

a�ective videogames, which is related to the �eld of modeling, evaluation and
increase of player satisfaction [25,39]. Self-adaption refers to the ability of a
game to take into account the preferences and gaming style of the player and
react to these features increasing the player satisfaction and making a unique
gaming experience for each player. In the case of a�ectivity, the game should
self-adapt depending on the emotions the player expresses while she is playing,
establishing emotional links between human and NPCs.

The most interesting papers in this �eld are focused mostly on creating a
formal model that represents the behavior of the player so it is possible to eval-
uate her level of satisfaction, all based on psychological research on satisfaction
[8,21,35]. Then one has to consider the employment of this model to determine
what level of satisfaction experiences the player and then proceed to readjust
the game to maintain or raise that level. Some successful proposals in this sense
are [13,40,41,42]

Each approach mentioned here is an open research �eld having several lines
that also demand new solutions, and optimization is one of them. Most success-



ful proposals out there, some of which have been cited here, consider a search
process, based on meta-heuristics, to explore the broad search space that is gen-
erated from two inherently complex contexts: videogames and emotions.

4 Behaviors

Traditionally the Arti�cial Intelligence (AI) of a game has been coded manually
using prede�ned sets of rules leading to behaviors often encompassed within the
so called arti�cial stupidity [19], which results in a set of known problems such
as the feeling of unreality, the occurrence of abnormal behaviors in unexpected
situations, or the existence of predictable behaviors, just to name a few. Ad-
vanced techniques are currently used to solve these problems and achieve NPCs
with rational behavior that takes logical decisions in the same way as a human
player. The main advantage is that these techniques perform automatically the
search and optimization process to �nd these �smart� strategies.

Bio-inspired algorithms are the basis of many of these advanced methods, as
they are a suitable approach in this regard, because they are able to produce
solutions of great complexity as an emerging result of the optimization process,
and its adaptive capacity allows them to incorporate information provided by
the user. Due to this, there are several successful proposals that follows this ap-
proach. For instance, co-evolution [36] is one of the heuristic techniques inspired
by the natural evolution principles that has been widely used in videogame AI
programming. In [34] the author presents a research that were capable of evolv-
ing the morphology and behaviour of virtual creatures through competitive co-
evolution that interact in a predator/prey environment. Other interesting papers
used co-evolution to obtain game strategies for arti�cial players of a war game
called Tempo [2,3,16,26].

Machine learning is used as well when modeling the behavior of arti�cial
players. Authors of [31] have used self-organizing maps in order to improve the
maneuvering of platoons in a real-time strategy game. By analyzing data ob-
tained from the sensors, the authors of [32] have developed an algorithm for
an arti�cial pilot so it is able to learn the race track and drive through it au-
tonomously. In [9], the authors obtained several features from the maps of a
real-time strategy game and use them to determine a NPC's behavior.

4.1 Notable challenges

We are immersed in an era of resurgence of arti�cial intelligence that directly
in�uences the development of game AI and, as a consequence, the generation
of decision making mechanisms for NPCs provides an exciting challenge to the
scienti�c community as this goal can be conducted from many di�erent points
of views. In the following we enumerate some of the most exciting directions in
which the development of game NPC behaviors can be done.



Human-like behaviors Current players demands highest quality opponents,
what basically means obtaining enemies exhibiting intelligent behavior; in ad-
dition, especially, in on-line games, it is well-known that players enjoy playing
against other human players, however it is also known that many of the players
involved in Massively multiplayer online (MMO game) are bots created by the
game developers and this can reduce the immersion of the player in the game.
Therefore, developers make a signi�cant e�ort (in terms of funds) to generate
bots that simulate to play in a human style with the aim of providing human
players the sensation of being facing other 'human` players (that in fact might
be non-human).

In a more wide context, this can be translated to an adaptation of the Turing
Test [38] to the �eld of the videogame development. The basic fundamental is
that an NPC that plays like a human might be considered as a human player, as
the NPC would not be distinguished from a human player (assuming the judge
to assess the humanity of the bot is not allowed to see -physically speaking- the
players).

However, one of the main problems that developers �nd to cope with the
objective of generating human-like bots is that it is not easy to evaluate what a
`human-like intelligence' means for a bot in videogames. This precisely is one of
the main problems, a hard problem, and moves the context to a psychological
scenario that introduces more complexity to its solving.

In this context, the �2k bot prize� is a competition that proposes an inter-
esting adaptation of the Turing test in the context of the well-known FPS game
Unreal Tournament 2004, a multi-player online FPS game in which enemy bots
are controlled by some kind of game AI. More information on this is provided
below.

General Game Playing (GGP) Can a bot play di�erent games without
being previously speci�cally trained for them? This is basically the question
that underlies the research to generate automated general game players. In some
sense, this issue is related to the creation of human-like behaviors, as a general
player mimics a human that learns the rules of a game and subsequently is able
to play it without being previously trained on it. The skill to play would be
acquired with the game experience and this is other of the fundamentals under
the GGP concept.

As said in [4], �A general game player (GGP) is a computer program that
plays a range of games well, rather than specializing in any one particular game�

Recently, GGP obtained public recognition via DeepMind, an arti�cial intel-
ligence - developed by a private company associated to the giant Goggle- that
was able to master a diverse range of Atari 2600 games; this general player con-
sists of a combination of Deep Neural Networks with Reinforcement Learning
[23].



GGP opens grand challenges not only for the community of development of
games, but for the society in general.

Other issues the recent boom of casual games played in mobile devices provokes
that both the Design and Gameplay of games demand resources that appear and
evaporate continuously during the execution of a game. This precisely occurs in
the so-called pervasive games (i.e., "games that have one or more salient features
that expand the contractual magic circle of play spatially, temporally, or socially"
[24]) where the gaming experience is extended out in the real world. Playing
games in the physical world requires computations that should be executed on-
the-y in the user's mobile device and having into account that players can decide
to join or drop out the game in each instant. The application of AI techniques
can help to improve the immersion of the player by generating automatically
new objectives or imposing constraints to the game. This is an open issue that
demands more research in a future close.

4.2 Competitions

Over the past few years di�erent competitions where researchers have the op-
portunity to compare their strategies and algorithms in speci�c scenarios and
games have appeared. Some examples of the most important are listed along
with a brief description:

� 2K BotPrize2: The objective is to develop an Unreal NPC capable of trick-
ing human players to believe it is human as well

� Starcraft AI Competition3: Anual competition of Starcraft NPCs that
�ght each other to be the winner

� Simulated Car Racing Competition4: The objective is to develop an
arti�cial car driver that competes in a virtual racing championship

� GVG-AI5: The General Video Game AI Competition is a competition
where the arti�cial players might be capable of playing several game genres,
trying to be as generic as possible

There is a problem with these competitions: the challenges are very speci�c
and closely linked to the game on which they are played. Thus, strategies for
winning over-specialize in exploiting the features of the game itself, but throwing
a poor performance when they are used in another game. Therefore, another
possible challenge is to design generic competitions to be able to give good results
not only in a single game or environment, but in several of them, something that
is already being tackled in the previously outlined GVG-AI competition.

2 http://botprize.org/
3 http://webdocs.cs.ualberta.ca/~cdavid/starcraftaicomp/
4 http://cig.dei.polimi.it/
5 http://www.gvgai.net/



5 Tools and frameworks

This section is devoted to present the tools or frameworks that the scienti�c
community has at its disposal for testing and validation of the results obtained
during the research. Nowadays there are many tools freely available, so following
there is a collection of the most used with their main features, to serve as a
reference list to researchers in arti�cial intelligence and videogames.

Fig. 2. A screenshot of Starcraft

ORTS (Open Real-Time Strategy) [5] is a real-time strategy game designed
speci�cally as a research tool and published under the GLP (GNU public li-
cense). It features an open message protocol and the client application let the
researchers analyze the performance of their algorithms playing games in a con-
trolled environment where the simulation takes place on the server side. Another
strategy game that is widely used as a research tool is Starcraft6, which features
a software library (BWAPI7) that helps to connect the game engine with AI
strategies (see Figure 2. Furthermore, RoboCode8 is a platform whose objective

6 http://us.blizzard.com/en-us/games/sc/.
7 http://bwapi.github.io
8 http://robocode.sourceforge.net/



is to develop a combat robot using Java or .NET to �ght against other robots
in real time.

Planet Wars9 y ANTS10 are two games developed for the AI competition
hosted by Google in 2010 and 2011, respectively. The former is a space conquest
game for many players whose objective is conquer all the planets in a map, the
latter is a multiplayer game as well where every player represents a set of ants
whose objective is gather food and conquer their opponents' anthills.

In Vindinium11 the player has to take the control of a legendary hero using the
programming language of her choice to �ght with other AI for a predetermined
number of turns. The hero with the greatest amount of gold wins.

Eryna12 [6] is another tool created to support the research on AI applied to
videogames. It is a real time multiplayer game that lets the user launch games
between several NPCs and evaluate the results. Their fundamental components
are: the game engine that follows an authoritative server architecture and pro-
cess concurrently several connections and processes, an AI module that is fully
customizable and lets the researcher develop her own NPCs and a module for
procedural content generation capable of generate new maps.

SpelunkBots13 is a tool-set developed from the source code of the platform
game Spelunky. It provides the researchers an easy way to code an arti�cial
player for this game. The tool has been developed by Daniel Scales [33].

6 Conclusions

The challenges in the research lines that we have mentioned throughout this
paper are huge and certainly a�ect other areas beyond the �eld of video games.
For instance, the generation of quasi-human behavior is something that is being
already investigated and traditionally have their seed in the famous �Turing
test�. The possibilities opened up by applying science to videogames are vast:
the integration of feelings in arti�cial players and the option to build a direct
channel between them and the sentimental perception of the player through the
so-called A�ective Computing.

Regarding procedural content generation, it has been shown that is a hot
�eld in academia, with a large number of papers related to it. Moreover, the
videogame industry is successfully using many of the advances obtained by
academia, although there are many non-tackled challenges in this sense.

We end this paper mentioning that there are many areas related to the use of
Computational/Arti�cial Intelligence that have not been speci�cally described
here, where researches might �nd additional challenges such as player model-
ing, computational narrative and AI-assisted game design among others. We are
dealing with stimulating challenges not only for the near future, but the present.

9 http://planetwars.aichallenge.org/
10 http://ants.aichallenge.org/
11 http://vindinium.org/
12 http://eryna.lcc.uma.es/
13 http://t2thompson.com/projects/spelunkbots/
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