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Abstract

In this paper we outline ongoing research into a compu-
tational model of association based on the reinterpreta-
tion of a source object to fit the target. We describe the
structure of the model and the concepts from which it
arises. Preliminary results of visual associations made
by the system in a simple shape domain are presented.
We also discuss a planned application of our model to
the analysis of a real-world creative design.

Introduction
Association is the construction of a mapping between source
and target objects. This fundamental cognitive ability under-
lies analogical reasoning, metaphorical imagery and other
creative processes based on constructing abstract similari-
ties. This paper presents a computational model that focuses
on construction and reinterpretation of representations dur-
ing association; a particularly important process for compu-
tationally modelling creative analogy-making (French 2002;
Kokinov 1998). Results of applying an implementation of
the computational model to simple visual association prob-
lems is given and the application of the system to more com-
plex problems is discussed.

Association is composed of three subprocesses: represen-
tation of the source and target objects; matching between the
representations; and construction of a mapping around that
match. These processes cannot be modelled serially, repre-
sentation must occur in parallel with matching and mapping
(Kokinov 1998). This contrasts with association as typically
modelled in computational analogy-making (French 2002),
where the concepts and/or the relationships between them
are fixed. We have developed a model of association that
focuses on the iterative interaction between the search for
mappings and the construction of representations, an inter-
action that we call interpretation-driven search.

The system’s ability to reinterpret objects extends map-
ping capability beyond matching identical features present
in the provided representations. Our system’s interpretation
process guides and is guided by the ongoing mapping pro-
cess. New interpretations are discovered through the search
for mappings. Interpretation provides a capability akin to
Copycat’s ‘conceptual slippage’, except that there is no pre-
defined list of conceptual equivalencies.

The following sections describe the computational model
with reference to an implementation for simple visual prob-
lems. We also explore the application of the system to more
complex visual problems in a design domain.

Interpretation-driven Association
The model described in this paper can be decomposed into
three interacting systems, Figure 1. Perception is the system
that describes objects it encounters, mapping is the system
that relates those objects; and interpretation is the system
that changes the descriptions of the objects.
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Figure 1: The structure of the interpretation-driven associa-
tion system, showing how the representations produced by
the Perception system are iteratively searched for mappings
and changed through interpretation.

Perception
In the implementation presented here, objects are vector im-
ages composed of polygonal shapes. The perception sys-
tem detects shapes and describes them using the contour of
their outlines. The system’s representations are constructed
from these detected shapes and from relationships built be-
tween them, both typological and topological. Shapes are
categorised into concepts, which are groups of shapes with
similar outlines. A shape that has a representation unlike
previously learned ones will generate a new conceptual cat-
egory, and future shapes judged sufficiently similar will be
added to that category.

We model these constructive behaviours in perception as
the less the authors of a system are involved in its specific
representations the stronger the claim that can be made about
the autonomy of its associations (Hofstadter and Mitchell
1994). This autonomy is a necessary precursor to any claim
that the system itself is capable of acting creatively.
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The set of shape features for each object is translated into
a graph-based representation where nodes represent shapes
and edges represent relationships between those shapes. Ty-
pological relationships are based on the similarity of the
conceptual categories the shapes are placed into. Topologi-
cal relationships are based on geometric relationships within
the object, including: proximity, scale, orientation, bear-
ing, overlap, contained within, shared vertices and shared
edges. To support the matching and mapping processes,
relationships between shapes are expressed relatively, e.g.,
size(A) = 0.5∗size(B). The result is a graph of shapes and
relationships between them for each object, graphs which is
then searched for mappings.

Mapping
The mapping process searches the source and target graphs
for sub-graph mappings with an overlapping set of relation-
ships between the two graphs. For example, a mapping be-
tween two pairs of shapes where both pairs share orientation
would be successful, even if those shapes were connected by
other relationships that did not match. As the relationships
are stored as relative values, mappings can be made between
quite different groups of shapes without applying any kind
of interpretation to the representations.

Interpretation changes the object representations, broad-
ening the possible mappings beyond finding identical rela-
tionships. The interpretation system alters the representa-
tions of source and target, which in turn alters the search
space for the mapping process.

Interpretation
Interpretation in association is changing representations by
taking a different perspective on one or both of the objects
being associated. Interpretation is defined for the purposes
of this system as inducing an equivalency in meaning be-
tween one type of representation in the source and another
in the target. An interpretation states that a relationship in
the source graph is to be treated as a match with a different
relationship in the target graph.

The interpretation process takes an unsuccessful mapping
under the current interpretation and, if a coherent substitu-
tion of one relationship in the source for another in the target
would produce a better mapping, suggests it as an interpre-
tation. Interpretations produced in this fashion are then eval-
uated against the current interpretation based on how many
nodes they could add to a mapping if they were adopted.
If a new interpretation compares favourably, it becomes the
default way to view the objects and directs the mapping pro-
cess accordingly. This process allows the system to make
associations that are not based on identical patterns of rela-
tionships in the source and target, but on identical structures
of relationships that may semantically be very different.

Figure 2 shows an association made by our prototype sys-
tem. Fig. 2 A and B show the visual representations of
source and target objects, while C and D show the graph
representations constructed by our perception system. Both
objects contain five shapes, with the shapes in the target all
falling into the same concept (they have identical outlines),
while the shapes in the source are similar but a different

conceptual category is created for each. Many relationships
connect these shapes, but we highlight several pertinent re-
lationships in the thick dashed lines in C and D. The lines
connecting the two graphs show a mapping that was found
by the system using the interpretation ‘being proximal in the
source domain is the same as sharing a vertex in the target
domain’. This interpretation was constructed and applied by
the system during search. The system is designed to find
many different associations for any problem, this is just one
possible mapping with one possible interpretation.
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Figure 2: An example association problem: A and B are the
visual representations given to the system, C and D are the
graph representations constructed.

Applying Interpretation-driven Association
Preliminary association results, like those presented in Fig-
ure 2, demonstrate that the model has the capacity for find-
ing non-obvious associations between groups of shapes. The
works of a particular creator or of a particular school often
share stylistic elements; reoccurring features within or be-
tween designs that are all variations of the style or theme
of the work. In this ongoing research project we aim to de-
termine whether our system can connect similar design ele-
ments with mappings that demonstrate their common style.

An example of a real world design that contains such a
recurring stylistic element is Frank Lloyd Wright’s 1921
‘Hollyhock House’. This California residence has a stone
roof lined by distinctive stone friezes of a pattern of rec-
tilinear shapes, seen in Figure 3a. The design makes strong
use of geometric shapes throughout, but several other details
make direct reference to the iconic frieze-work feature. Fig.
3b shows one of the custom dining chairs designed for the
House, with a wood-carved back that calls to mind the de-
sign in Fig. 3a. There is also a stained-glass window design
(Fig. 3c) that is clearly inspired by the frieze, with similar
proportions and isometric projections of cubes representing
the square blocks of the original design.
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(a) (b) (c)

Figure 3: a) The iconic Hollyhock House frieze, b) a varia-
tion of the frieze pattern on a dining-room chair back, c) a
stylistically related pattern on a window.

Given a simplified vector representation of each of these
design, we will test whether the interpretation-driven asso-
ciation system presented here is able to find associations be-
tween these variations of a visual theme, e.g., finding asso-
ciations between the chair-back design and the stonework
that inspired it. We expect our our system to construct in-
terpretations that equate the of the frieze with those of the
stained glass window. In doing so it will have generated an
association that encodes part of the designer’s visual style.

The system as it exists currently, with its closed shape
based perception system, is well-suited to working with or-
namental features and other details found in a variety of
domains including architecture, industrial design, textiles,
iconography and graphic design. Initial tests with alternative
perceptual systems, e.g., based on SURF and SIFT descrip-
tions of shapes (Bay et al. 2008; Rowe 1999), have shown
that it is also possible to work with photographs, although
more work is required to identify the most salient features
detected for the construction of graph representations.

Discussion
This paper presents a model of association based on the prin-
ciple of re-interpreting two objects so that there is a new rela-
tionship between them. We demonstrate a proof-of-concept
implementation capable of making non-obvious associations
between groups of shapes. We intend to apply this prototype
to vector-image representations of real-world creative design
artefacts to see if it is capable of finding common stylistic el-
ements, both within a design as with the Hollyhock example
and between different designs.

Cha and Gero (1999) describe style in design using a for-
mal grammar as a set of relationships by which a hierarchy
of visual elements are composed. Sets of shapes with con-
sistent relationships between them form low-level patterns,
and relationships between patterns form higher-level visual
structures. The system presented here will be extended to
support the construction of similarly sophisticated associa-
tions between patterns by allowing higher-level concepts to
be formed from groups of existing shape elements. These
meta-concepts will be treated as a ‘super-node’ in the object

graphs, composed of a number of other concepts but able to
be related to singularly. This would remove the requirement
for ordinality in associations (ie. five features in the target
must always map to five features in the source).

The ability to treat groups of concepts with particular re-
lationships between them as a single entity relaxes the re-
strictions on possible mappings and opens up new kinds of
associations. This meta-concept formation could be imple-
mented using of algorithms for finding cliques in graphs
(Moon and Moser 1965) and by learning from previously
known groups. By adding the ability to construct hierarchies
of thematic or stylistic features, interpretation-driven asso-
ciation will be able to construct mappings to relate complex
creative works. Our aim is to determine whether our sys-
tem can build associations that demonstrate commonalities
of style and structure between creative works.

The system described here implements one simple form
of interpretation; induced equivalencies between relation-
ships. Many other forms of re-interpretation are possible
in our model, such as changing the definitions of shape el-
ements, excluding or focussing on different elements and
relationships within the representations or applying a vari-
ety of transformations to the objects or their representations.
Our model is extensible to multiple forms of interpretation
and the kind presented here is just one example.

We have demonstrated the feasibility of our
interpretation-based model of association. Our system
re-represents objects in parallel with the search for map-
pings between those objects. Our system constructs its own
representations using conceptual categories that have been
developed through its experiences. This system can produce
associations based on interpretations of objects in simple
visual domains. Research into applying this model to more
complex domains is ongoing.
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