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Abstract

There have been enormous achievements in the field
of Artificial Intelligence (AI) which has attracted a
lot of attention. Their unverifiable nature, however,
makes them inherently unreliable. For example, there
are various reports of incidents in which incorrect pre-
dictions of AI components led to serious system mal-
functions (some even ended fatally). As a result, var-
ious architectural approaches (referred to as Architec-
tural Safeguards) have been developed to deal with
the unreliable and uncertain nature of AI. Software
engineers are now facing the challenge to select the ar-
chitectural safeguard that satisfies the non-functional
requirements (e.g. reliability) best. However, it is cru-
cial to resolve such design decisions as early as pos-
sible to avoid (i) changes after the system has been
deployed (and thus potentially high costs) and to meet
the rigorous quality requirements of safety-critical sys-
tems where AI is more commonly used.

This dissertation presents a model-based approach
that supports software engineers in the development of
AI-enabled systems by enabling the evaluation of ar-
chitectural safeguards. More specifically, an approach
for reliability prediction of AI-enabled systems (based
on established model-based techniques) is presented.
Moreover, the approach is generalised to architectural
safeguards with self-adaptive capabilities, i.e. self-
adaptive systems.

The approach has been validated by considering
four case studies. The results show that the approach
not only makes it possible to analyse the impact of ar-
chitectural safeguards on the overall reliability of an
AI-enabled system, but also supports software engi-
neers in their decision-making.

Introduction. In the past years, there have been
tremendous progress in the field of Artificial Intelli-
gence (AI). Especially, Deep Learning (a subfield of
AI) employs so-called Deep Neural Networks (DNNs)
that have been successfully applied to various complex
learning tasks, e.g. autonomous driving or human-
robot-interaction. However, DNNs have reached a
level of complexity that their correctness cannot be
verified, making them inherently unreliable [2]. For
example, Tian et al. [9] enumerates three incidents in

autonomous driving in which erroneous predictions of
AI models caused accidents (one ended fatally). As a
result, various approaches have been developed at the
architectural level (referred to as Architectural Safe-
guards) to deal with uncertainty associated with a pre-
diction of an AI component, ranging from n-version
programming approaches [1] to simplex architectures
[3] and self-adaptive systems [10].

Depending on the domain, some architectural safe-
guards may be more suitable than others in terms of
the non-functional system requirements. For instance,
an n-version programming approach positively affects
the reliability of the system while causing performance
degradation. At design-time, however, it is difficult
to anticipate how an architectural safeguard (i) re-
duces the predictive uncertainty of an AI component
(and thus improves the overall system reliability) and
(ii) how it affects other non-functional requirements
(e.g. performance), because their effects are only ob-
served at runtime. However, improper selection (with
regard to the quality attributes of the system) can
lead to economic damage or even to serious malfunc-
tions of the system, which is unacceptable, especially
for safety-critical systems.

This dissertation presents a model-based approach
to analyse the reliability of AI-enabled systems by
systematically considering the predictive uncertainty
of AI models (using Bayesian Modelling). Moreover,
it accounts for architectural safeguards by modelling
their effects on the predictive uncertainty of an AI
component (and thus on the overall reliability of the
system). Because the approach builds upon the Palla-
dio approach [4] (providing a repertoire of prediction
tools), software engineers can complement the relia-
bility analysis with further analyses (e.g. performance
prediction) which greatly supports software engineers
in making trade-off decisions.

Contributions. The dissertation encompasses four
central contributions:

(C1) Domain-agnostic modelling of AI-specific envi-
ronments [6, 8]: In the dissertation, a metamodel has
been developed which accounts for the modelling of
AI-specific uncertainties, their relation to the predic-
tive uncertainty of an AI component and their tem-
poral expansion.

(C2) Reliability prediction of AI-enabled systems [8]:
As mentioned in the introductory section, the disser-
tation builds upon the Palladio approach which pro-
vides an existing architectural description language,
namely the Palladio Component Model, for modelling
component-based software architectures and an as-
sociated reliability prediction tool (for classical soft-



ware systems). The predictive uncertainty of AI
components is represented probabilistically by using
Bayesian models and w.r.t. to several uncertainty fac-
tors (e.g., brightness variations, sensor noise) directly
correlating with the predictive uncertainty. The pre-
dictive uncertainty (or its Bayesian representation) is
approximated by applying a sensitivity analysis and
systematically included in the reliability analysis.

(C3) Evaluation of self-adaptive systems [6, 7]: This
contribution generalises the concepts of contribution
(C2) to self-adaptive systems acting as dedicated safe-
guarding mechanisms.

(C4) Classes of architectural dependability assurance
[5]: Complementary to contribution (C1)-(C3), the
dissertation presents a classification structure for de-
scribing the extent to which assurances (w.r.t. a
dependability-related system-level property) can be
made for a given AI-enabled system.

Validation. The approach was validated using four
case study systems. As part of the evaluation, we val-
idated various plausibility properties of the reliability
prediction approach using real observations. More-
over, we compared our evaluation framework for self-
adaptive systems with two baseline simulators and
demonstrated its appropriateness. Ultimately, we dis-
cussed and evaluated the applicability of the classifica-
tion structure (elaborated in contribution (C4)) with
a set of representative AI systems.

Outlook. The dissertation presents a reliability pre-
diction approach for AI-enabled systems that takes
into account the predictive uncertainty of AI compo-
nents. Furthermore, the approach enables the evalua-
tion of architectural safeguards considering their effect
on the predictive uncertainty and thus on the overall
reliability of the system. Although the approach sup-
ports software engineers in the decision-making pro-
cess, it does not provide any formal guarantees. This
is, however, a desirable property, especially in safety-
critical systems. A promising research direction is
therefore to expand the concepts of the dissertation
towards formal guarantees (taking into account exist-
ing work in the context of verification of AI-enabled
systems). Although this is a challenging endeavor, a
promising direction is to determine upper and lower
bounds on the reliability of an AI system, which is
more realistic to accomplish.
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