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Abstract

The use cases for Cyber-Physical Systems (CPSs) range from industrial automation over
automotive to search-and-rescue applications. Nowadays these CPSs work either in
static networks, like in production lines, or isolated and mobile, as for example Un-
manned Aerial Vehicles (UAVs). The cooperation of mobile CPSs is only possible with
very relaxed real-time requirements. For the tight cooperation of mobile CPSs new
techniques are needed. The special challenge in such networks is that the communi-
cation needs to guarantee hard timing boundaries but also needs to be flexible enough
to adapt to changes within the network.

In this work we present an architecture that copes with these networks and their
challenges. It consists of four main components: a time synchronization, a real-time
networking stack, a scheduling algorithm and a management protocol. As cooperation
between mobile CPSs requires feedback loops to be closed via the wireless links, the
time synchronization needs to be accurate between several CPSs. To be able to time the
execution of tasks as accurate as possible we present a sub-microsecond time synchro-
nization. By utilizing our drift compensation, CPSs can make use of low-cost crystal
oscillators without loosing timing accuracy.

To make use of such an accurate time synchronization, we present a real-time net-
work stack that incorporates not only the scheduler for the communication but also
the scheduler for the execution of tasks. Thus, the jitter a feedback loop experiences
is kept minimal. To support the adaption to changes in the network we designed all
operations in a way that they introduce a minimum amount ofjitter.

This adaption to changes is one of the key requirements to the scheduling algorithm.
As the adaption must happen without harming the timings of running real-time appli-
cation, a novel scheduling approach is necessary. To fulfill this requirement we intro-
duce a Mixed Integer Linear Programming (MILP)-model to calculate schedules for the
presented real-time network stack. As solving MILP-models is computational complex
and CPSs often have only limited computational power, we introduce a heuristic to
calculate these schedule with far less effort.

To disseminate schedules to CPSs, we evaluate the applicability of Concurrent Trans-
mission (CT) protocols. All previous research on CT was done on similar hardware. We
investigate whether the results of this research can be generalized and point out the dif-
ferences and similarities. Further, we frame the challenges heterogeneous CT networks
have to overcome.






Kurzfassung

Cyber-Physical Systems (CPSs) haben vielfiltige Anwendungsbereiche von Automati-
sierungstechnik bis zu Such- und Rettungsanwendungen. Heutzutage arbeiten CPSs
entweder in statischen Netzen, wie in Produktionslinien, oder isoliert und mobil, wie
z.B. als unbemannte autonome Luftfahrzeuge (UAVs). Die Kooperation mobiler CPSs ist
bislang nur mit weichen Echtzeit-Anforderungen moglich. Fiir die enge Zusammenar-
beit mobiler Roboter sind daher neue Techniken notwendig. Die Herausforderungen
in solchen Netzen sind, dass die Kommunikation harte zeitliche Grenzen gewihrlei-
sten muss, aber auch flexibel genug sein muss, um sich an Verinderungen im Netz
anzupassen. In dieser Arbeit prisentieren wir eine Architektur, die mit diesen Heraus-
forderungen erfiillt. Sie besteht aus vier Hauptkomponenten: einer Zeitsynchronisa-
tion, einem Echtzeit-Netzwerkstack, einem Managementprotokoll und einem Schedul-
ing-Algorithmus.

Da die Zusammenarbeit zwischen CPSs erfordert, dass Regelkreise {iber drahtlose
Verbindungen geschlossen werden, muss die Zeitsynchronisation zwischen mehreren
CPSs sehr genau sein. Um die Ausfithrung von Aufgaben so genau wie méglich zu
terminieren, stellen wir eine Zeitsynchronisation im Submikrosekundenbereich vor.
Durch die Verwendung unserer Driftkompensation konnen die CPSs kostengiinstige
Oszillatoren nutzen, ohne auf Synchonisationsgenauigkeit zu verzichten. Um die Ge-
nauigkeit der Zeitsynchronisation zu nutzen, prisentieren wir einen Echtzeit-Netz-
werkstack, der nicht nur den Scheduler fiir die Kommunikation, sondern auch den
Scheduler fiir die Ausfithrung von Aufgaben beinhaltet. Dadurch ist der Jitter, der einen
Regelkreis beeinflusst, noch geringer. Um die Anpassung an Verinderungen im Netz-
werk zu unterstiitzen, haben wir alle Operationen so konzipiert, dass sie ein Minimum
an Jitter aufweisen.

Die Anpassung an Verinderungen im Netzwerk ist eine der wichtigsten Anforderun-
gen an den Scheduling-Algorithmus. Da diese Anpassungen erfolgen miissen, ohne
die Echtzeitanforderungen der laufenden Echtzeitanwendung zu beeintrichtigen, ist
ein neuer Scheduling-Ansatz erforderlich. Um dies zu erfiillen, stellen wir ein Mixed
Integer Linear Programming (MILP)-Modell zur Berechnung der Schedules fiir den
vorgestellten Echtzeit-Netzwerkstack vor. Da die Losung von MILP-Modellen rechen-
intensiv ist und CPSs oft nur iiber eine begrenzte Rechenleistung verfiigen, fithren wir
eine Heuristik ein, die diese Zeitpline mit weniger Aufwand berechnet.

Fiir die Verbreitung der Schedules unter den CPSs, betrachten wir die Anwendbarkeit



VIII

von Concurrent Transmission (CT)-Protokollen. Alle bisherigen Forschungen zu diesem
Thema wurden auf sehr dhnlicher Hardware durchgefiihrt. Wir haben untersucht, ob
die Ergebnisse dieser Forschung auch auf andere Hardware verallgemeinert werden
kénnen und zeigen die Unterschiede und Gemeinsamkeiten. Weiterhin stellen wir die
Herausforderungen vor, die heteroge CT-Netzwerke tiberwinden miissen.
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1 Introduction

Cyber-Physical Systems (CPSs) are widely used in all sorts of use cases. For now, they
work either isolated or in static, often wired, networks. Isolated and mobile CPSs ex-
ist in various forms, for example, Unmanned Aerial Vehicles (UAVs) that deliver small
packages like medicine to remote places. An example for networked but static CPSs
are production lines, where several units work in parallel or series to finish a certain
product. These production lines are considered as an example for a so called Cyber-
Physical Network (CPN). A CPN typically consist of multiple networked CPSs that exe-
cute a greater application.

The use cases of CPSs and CPNs range from factory automation to search and rescue
missions in disaster recovery. In their use cases CPSs often perform the exhaustive,
tedious, or dangerous tasks, to relieve humans. This is already practiced in daily life
and in recent years stationary robots were developed, which are able to cooperate with
humans to fulfill their tasks.

The use cases of these robots could be even wider, if they were more mobile and
still had the ability to cooperate with each other. One example for such a use case are
multiple autonomous UAVs lifting and carrying heavy loads together, balancing the
weight between all participating devices. Another use case are mobile manufacturing
robots, holding work-pieces while another robots is welding them together.

Ideas like these are emerging together with recent advances in areas like real-time
wireless networking [14, 9, 34], indoor localization [39, 63, 45] and the broader use of
wireless field buses like WirelessHART (WirelessHART) [24].

Wireless communication, in the previously described use cases, is mandatory, as ca-
bles would restrict the flexibility of the robots. In disaster recovery scenarios or other
outdoor use cases, there might be a lack of external infrastructure to handle central co-
ordination. Nevertheless, wireless CPNs still need to close feedback loops, with tight
time constraints, to guarantee safe operation while for example carrying and balancing
heavy loads. To close a feedback loop it is important to transfer the feedback with a
minimum delay and even more important with a variance in that delay. The less pre-
dictable the delay is, the harder it gets to estimate the error that effects the controlled
process at the time the correction variable arrives at its destination. Thus, a real-time
transmission of measurement data and actuating values is key. These requirements are
not yet met by present protocols.



Initiatives like the DFG Priority Programme Cyber-Physical Networking (SPP 1914)! un-
derline that the classical, in other research areas often followed, research objective of
increasing the data rates is not sufficient for CPNs.

In this thesis we use a production environment with cooperating, wirelessly con-
nected, mobile robots as the primary use case for our approaches. This use case com-
bines all of the challenges in a way that is very comprehensible. Nevertheless, it is just
one use case of many, to which the approaches we introduce in this thesis are applica-
ble to. It needs real-time communication to close feedback loops wirelessly, and enable
multiple robots to cooperate in fulfilling a task. This real-time communication needs
to guarantee upper bounds of delay and jitter. An application that a group ofrobots per-
forms jointly typically consists of several smaller tasks that need to be fulfilled. Such a
group of robots forms a Task Cluster (TC), Figures 1.1a and 1.1b depict two examples of
such TCs. Figure 1.1a shows two TC that coexist and may need to cooperate in the fu-
ture. A TC is not limited to consist of different robots, it might be one highly modular
robot that uses wireless communication between its modules, Figure 1.1c shows how
such a TC could look like.

TC1 TCi12 TC
) (G ) ( ) « =
L ) ( el <
TC2 = . s A Ys
- )) (( =
) (@ 000 000
[e)oJo) [e)oJo)

Figure 1.1: Different TC configurations, (a) shows two TCs consisting of two robots each, (b)
shows a TC which combines all robots from (a) into one TC, (c) shows a robot that

consists of several wirelessly connected parts forming a T'C.

The tasks in an application are spread over several units in a TC and need to be exe-
cuted in a defined sequence. If parameters in the production do change, this sequence
might change. Further, such changes could lead to the replacement of tasks or even
whole robots. The challenge for the communication is to adapt to these changes, while
guaranteeing safe operation. Thus, the network formed by multiple robots has to work
in an ad-hoc manner.

Thttps://www.spp1914.de



1 INTRODUCTION

The demand for an ad-hoc network gets even clearer in an example where robots
travel through the production space to transport goods or to get to the next place to
do some work. During these travels they will come into proximity of cooperatively
working robots. To prevent interference between the different TCs, formed by various
robots, the network topology needs to be changed while the real-time communication
is ongoing. A combination of both modifications, in the application and changes in the
network topology, happens if a new TC is formed from two smaller TCs to fulfill an
application. A good example are the welding robots: if the two parts were built in two
distanced locations, the carrying robots need to carry the parts to a common location.
In that location they need to form one TC and also have to incorporate the robot that
welds the two parts. The changes needed, to ensure a smooth operation of the TC, have
to be done autonomously, as it is impossible to foresee all variations which can happen
to a TC while planning a production.

Such a planned approach would also prevent one of the most important promises
seen in such a modular production: the ability to restructure a production space rapidly.
This new structure would allow cheaper adjustments to the productions and also allows
a speedup in innovation cycles, as the productions could be reassembled without major
work in the production space.

The most obvious lack of present wireless networks is the inability to close feedback
loops via wireless links. Wireless Interface for Sensors and Actuators (WISA)is the only
industrial standard that is specified to close feedback loops but it needs to be manually
configured to fit a predefined task in a well known environment. Such a static configu-
ration is incompatible with the goal of self adaptation. The self adaptation is necessary,
to guarantee safe operation in changing or unknown environments. To close a feedback
loop the main objectives for a network is to guarantee a maximum time that a message
needs to reach its destination and to guarantee a certain reliability in the communica-
tion.

Research projects that are able to cope with changes in the topology or environment,
like the low-power wireless bus [13] by Ferrari et al., do minimize the delay an informa-
tion needs to travel the network but do not consider the jitter this delay suffers from.
In feedback loops a delay can be modeled, the jitter on the other hand in unpredictable
and therefore can not be modeled and adds an error into the controlled system.

1.1 Outline

In this thesis we propose an architecture capable of uniting the flexibility of an approach
like the low-power wireless bus and the ability to close feedback loops like WISA. In
Chapter 2 we detail on the problem statement and the architecture to cope with the
presented challenges.



1.1 OUTLINE

The following chapters describe the details of the four main components of this ar-
chitecture. Chapter 3 discusses how to synchronize the time on all nodes in a TC to an
accuracy to be able to close a feedback loop between these nodes. We propose a sub-
microsecond time synchronization protocol that incorporates a drift compensation to
allow the use a low-cost crystal oscillators as a time base for the CPSs.

The real-time network stack to close these loops and to transfer the information
needed for the time synchronization is introduced in Chapter 4. Its adaptability is a
key ability to allow TCs to be formed and to be broke up while performing real-time
tasks. The network stack is based on a Time Division Multiple Access (TDMA) protocol
and in contrast to other network stacks able to switch its schedules without introducing
unnecessary delay or jitter.

To generate schedules for this network stack, a Mixed Integer Linear Programming
(MILP) model is proposed. This model is able to reschedule a TC if its application
changed or even to merge two TCs. It takes care that the network can switch from
the old to the new schedule without harming any real-time requirements during the
transition. Together with a heuristic, following the same constraints, this model is
discussed in Chapter 5.

In Chapter 6 we investigate the applicability of protocols based on Concurrent Trans-
mission (CT)to the communication between different TCs. This communication might
not need to meet hard real-time boundaries but needs to transfer information, like the
new schedule, to all nodes in the current or future TC. As the schedule needs to be
known to all nodes prior to joining the TC, it can not be transferred using the real-time
communication protocol. CT-based protocols have shown extraordinary performance
in disseminating information in a network in a short time with a high reliability. So
far all evaluations of CT are based on one specific transceiver. We investigated whether
these results can be generalized to other transceivers and which challenges a heteroge-
neous network has to face.

Chapter 7 summarizes the contributions made in this thesis and gives an outlook on
research questions left open and on new ones that emerge from the results we present.



2 Architectural Overview

This chapter gives an overview about the challenges an architecture for networked mo-
bile cooperating CPSs has to face. Further, we propose a system that copes with these
challenges. The chapter details on work we presented in [64]. These challenges are dis-
cussed in Section 2.1, afterwards we discuss the ability of selected approaches from the
literature to solve these challenges in Section 2.2. To handle the discussed challenges,
we identify three core operations a network must support, these are introduced in Sec-
tion 2.3. In Section 2.4 we present the components of our system and how they interact.

2.1 Problem Statement

The communication architecture needed for cooperating mobile or modular robots has
to be flexible enough to adapt to the changes of communication needs that happen in
such systems but still has to guarantee the strict real-time requirements tight control
loops set. For the following network node or node is used as a synonym for one unitina
TG, for example a robot or a part of a robot, that is connected to a network. In real-time
communication TDMA-based protocols are the state of the art. This approach of pro-
viding guaranteed time-slots for each transmission is used not only in wireless, but also
in wired networks. To guarantee that a time-slot is not used by any other transmission,
aschedule is needed that allocates the time-slots to transmissions. Since a transmission
is only permitted in a time-slot which has been allocated for it, this guarantees that no
transmission finds its time-slot occupied which would lead to a missed deadline. To
combine both, the adaptability and the high real-time capabilities which are necessary
for the considered CPSs, a scheduling algorithm is needed that generates schedules and
resource assignments to allow smooth transitions between old and new schedules and
allocations when the topology changes. Resources in this case might mean everything
from different frequencies or orthogonal codes over different time-slots in a TDMA
schedule to different PHYs. Thus, a schedule in our architecture is multidimensional
unlike as in pure TDMA systems where it is just the division of time in time-slots.

Another challenge is that the communication capabilities of the nodes in a network
are expected to be heterogeneous. It might happen that a certain part of the robot has
not all different PHYs the robot’s main module has. Therefore, the scheduling has to
respect such limitations and schedule the communication in a way that all nodes are
able communicate as they need to. To schedule a communication the intersection of
the available resources to all involved nodes has to be considered.



2.1 PROBLEM STATEMENT
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Figure 2.1: Example of a TC of two robots and a work piece which publish several values and
have subscriptions to values of each other

We use a publish/subscribe architecture for the communication in a TC. Figure 2.1
depicts a TC that consists of two robots, R1 and R2 and one work piece. In this example
R2 needs to follow Ri, therefore it has subscribed to the speed and the orientation of
Ri1. R1 and R2 are subscribed to the weight of the work pieces, both robots are carrying,
which is published by the work piece or some other device as proxy for the work piece.
This example does by no means claim to be complete or functional in the real world, it
is used to explain the advantages of a publish/subscribe architecture.

All subscriptions are communicated to the scheduler, which, by using this informa-
tion, is able to decide which information needs to be transferred to which node. In our
example the scheduler would know that the speed and orientation of R2 have no sub-
scriber and, therefore, do not need to be transmitted. The same is true for the position
and temperature of both robots. As the scheduler would not reserve any resources for
the is information, the publish/subscribe architecture helps to conserve resources.

Another advantage is that the scheduler is able to schedule communication to re-
sources to which not involved nodes do not have access to. For example, the work
piece might have a communication interface with less features than the robots. With
these features the scheduler is able to realize multicast communication over a broad-
cast medium. This is achieved by scheduling all involved nodes to listen to the same
resource at the time the data is transmitted. As other nodes can use the same time-slots
for other communications on different resources or shut down their communications
to save power, we call it multicast communication. In our example the transmission of
the work piece’s weight would be realized as a multicast transmission to both robots.
The work piece could go into some sort of sleep state to save power while R1 transmits
its speed and orientation.



2 ARCHITECTURAL OVERVIEW

Such a multicast communication has several advantages, the most important ones
are: first, it saves time, as data only needs to be transmitted once. Second, being able to
send the same data to different nodes at the same time is beneficial for control loops,
several control loops can get their input with the same delay.

In order to guarantee an autonomous operation of'a TC there must not be a central
management unit. Instead, the communication management needs to be handled de-
centralized or by one of the nodes inside the TC that is chosen in an ad-hoc-manner.
This node is responsible for schedule generation, clock synchronization and commu-
nication to other TCs to resolve potential communication conflicts. The mechanism
to choose this node is highly application dependent as there might be a node with far
more computation power or a better power supply. In other applications it might be
beneficial that this node is in a certain geographic position in the network. Therefore,
this issue is not in the scope of this work.

One ofthe key requirements in real-time communication is that a given upper bounds
of delay and jitter for communication must not be violated. We define the jitter as the
variance of the delay of transmissions. To relax the scheduling we introduce quality of
service levels that give different delay and jitter bounds to a transmission. Choosing the
most relaxed possible level for each transmission an application can ease the problem
the scheduler has to solve.

To guarantee smooth transitions between schedules, great care must be taken not to
violate the jitter and delay boundaries between an old and a new schedule.

Merging two TCs can be seen in three abstraction layers, shown in Figure 2.2. On
the highest layer two existing TCs are depicted, both consist of two robotic devices.
These two TCs need to cooperate to fulfill their application, therefore their schedules
need to be merged in order to prevent interference and enable communication between
the TCs. In the next abstraction layer the robots are represented by nodes and their
application is represented by its communication needs between nodes. Even though,
in our example each robot becomes one node, a robot could be a TC on its own and
would be represented as several nodes with the communication needs between these
nodes. In the third and most abstract layer both TCs are represented as schedules,
each slot is reserved for one data transfer between nodes. As TCs might be merged to
fulfill an application in cooperation, the communication needs of the application might
change as well as the topology of the network. Thus, nodes might need data from nodes
that were unknown before. This could lead to the case where multiple nodes need the
same data from the same node, e.g. the red and green node need data from the yellow
one. By utilizing a publish/subscribe based communication architecture, we are able
to identify such cases and join the transmission into one with both nodes listening.
Another benefit is that data without any subscribers of other nodes does not need to be
scheduled for transmission, which save resources on the communication medium.

7
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Figure 2.2: Merging of TCs on different abstraction levels (left: before merge, right: after merge).
Top: Two groups of robots merge into one. Middle: Network clusters merge with
new available communication paths. Bottom: Schedules are merged.

In order to reduce the end-to-end delay, the schedule for the network should be in-
corporated into the process schedule of a node’s operating system. In our case end-to-
end delay means the time between the data is produced/measured on one node until it
is used by the another node. Such a combined scheduler introduces the benefit, that the
sampling of sensor data can be done right before its transmission. Another benefit is
that the subscribed task can be scheduled right after the reception of the data. A system
utilizing two separated schedulers could easily schedule the sampling of data right after
the last transmission of the same data. Such a scheduling would lead to unnecessary
delay which could be avoided by integrating the operation system’s scheduler with the
network communication scheduler.

The system should feature three distinct traffic classes:

1. Real-time: Delay and jitter sensitive data to close feedback loops is sent in this
class. The scheduling algorithm schedules transmissions for this data and makes
sure requirements for delay and jitter are fulfilled by the network nodes.

2. Contention: In industrial applications, monitoring processes is an important use
case for the communication infrastructure. Such traffic is not as critical in delay
and jitter as the previous class. Therefore, such traffic must not be scheduled and
can be handled by a contention-based communication infrastructure. In this class
all nodes can employ reserved network resources in this traffic class as needed.
However, no guarantees for delay and jitter can be satisfied for this traffic class.
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3. Management: The scheduling algorithm will further reserve network resources
for management traffic. Depending on available network resources, this can be a
fixed PHY that only signals management data. Management signalling is used to
coordinate TCs. It performs merge and split operations and transmits new sched-
ules in the network. This is a special form of contention traffic as management
operations are typically not as time sensitive as control data.

Such a communication architecture requires novel concepts for management oper-
ations. These new concepts can benefit from the utilization of hardware features of
modern radio chips, in terms of maintaining tight real-time control applications even
during changes in network topology.

2.2 Related Architectures and Approaches

The field of related areas to networked mobile cooperative robotics is vast, and the
communications architectures are diverse. We focus on cooperative & mobile robotics
and mobile real-time networking.

2.2.1 Cooperative Robotics

In recent years, major advances were made in the research fields of cooperative and
networked robotics. However, the research does not focus on real-time wireless com-
munication. On the one hand there is research focused on wireless communication
like the work of Giordano et al. [17]. Research with this focus does not consider real-
time communication. On the other hand there is research in the need for real-time
communication for cooperative robots like the work of Oung et al. [37, 38]. To realize
the communication they go back to wired connections. Disregarding the wireless com-
munication aspect leads to cooperative robots that rely on wired links which prohibits
the robots from being mobile, at least in relation to each other. Disregarding the real-
time aspect leads to robots that can be mobile but their ability to cooperate is limited,
as tight control loops can not be closed between two robots.

One particularly popular application for ad-hoc networked robots are UAVs. Gior-
dano et al. [17] target the challenge of loosing the connectivity inside a wireless network
of UAVs. The UAVs in their network are calculating trajectories to maintain network
connectivity in a decentralized manner. This even works when some of them are com-
manded to move to a certain position by a human operator. As Giordano et al. state,
UAVs can be used in rescue missions. In this application cooperation between UAVs is
required to search large area or even to lift objects that are too heavy to be lifted by one
UAV. Especially lifting an object with multiple UAVs requires a tight real-time commu-
nication. Such tight and guaranteed interaction among the robots is not available so
far and it is also not in the focus of Giordano’s work. The methods we propose could
enable multiple UAVs to lift one object that is too heavy for a single one. That would
extent the range of applications by far.
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Modular robots are a special case of cooperative robotics. Every module can be seen
as a robot of its own. Multiple modules joined together will act as a larger robot while
its parts are just smaller robots in very tight cooperation. Such combinations of robotic
modules can often perform tasks which a single robot could not do. An example for
highly modular robots is the Distributed Flight Array introduced by Oung et al. [37, 38].
This system is a modular multi-propeller UAV that can assemble itself from multiple
single-propeller devices. Communication between the single-propeller devices is real-
ized through infra-red transceivers [37] on each side of the hexagonal platform in the
first iteration. In the redesigned platform Oung et al. [38] use pushpins for a direct
electric connection. On this connection a data rate of 115.2 kbps is realized. If a wire-
less real-time communication system as we propose it in this work would be available
for use with the Distributed Flight Array the physical connection between the different
devices could be omitted. This would enable the devices that they do not have to be
attached to each other, but instead they could attach directly to their payload, e.g, at
opposite sides. In such a scenario, the payload could be a structural component of the
UAV allowing for greater flexibility in applications.

Romanishin et al. [41] present another example for re-configurable robots. The pro-
posed system consists of multiple robotic cubes that move by flipping over their edges
via an internal spinning wheel. They plan to use ANT™ for inter-cube communication.
However, this does not guarantee timing for real-time communication.

While self-assembling robots consisting of small pieces are still futuristic, the idea
can be transferred to robots with interchangeable end effectors. Currently, these end
effectors communicate mostly over wired connections. A real-time wireless network as
proposed by us in this work could offer greater flexibility when connecting different
modules. Especially for robots with rotating parts, wireless communication can be of
great advantage.

Baillieul et al. [4] forecast a variety of coordinated activities for mobile robotics. They
also state that mobility and wireless connection are adding a new dimension of com-
plexity. They identify delay and jitter as challenges for the system but not bandwidth
because only tens of bytes are transmitted at a time. Classical buffering cannot be used
in this scenario since it likely violates the delay requirements.

The state of the art in cooperative and networked robotics shows two things: First,
communication in such robotics is not well investigated but required to reach the full
potential of such robots. Second, mobile, cooperative robotics would benefit greatly
from our communication architecture and the proposed methods being as modular
and scalable as the robotic platforms.
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2.2.2 Mobile Real-Time Networking

There is a large variety of Medium Access Control (MAC) protocols for wireless real-
time networks. Many of them were developed in the realm of Wireless Sensor Networks
(WSNs) and related topics. A survey is given by Teng et al. [50]. Their work shows that
adaptability is not a requirement in the networks these protocols were developed for.
However, enabling mobility and adaptability in real-time wireless networks became a
research topic in WSNs recently. Due to the special limitations of WSNs, like the limited
power supply, approaches in this field aim to save as much power as possible. So saving
power is typically prioritized over meeting real-time requirements as in the work of
Nabi et al. [35] and Ferrari et al. [13].

Nabi et al. [35] cluster mobile nodes and assign each node in a cluster to a unique slot.
Problems can arise when two clusters move into the transmission range of each other.
Therefore, contention based methods like CSMA and slotted ALOHA have to be used in
each slot. However, by introducing these methods hard real-time requirements cannot
be met.

A system that adapts features of traditional bus systems to a wireless network is pre-
sented by Ferrari et al. [13]. They basically try to ignore the mobility of nodes by flooding
all messages in the network with an algorithm called Glossy flood [14]. This flooding is
performed in a TDMA fashion that make this approach time aware and basically capa-
ble of real-time communication. Yet, flooding every message to all nodes in a network
has several significant disadvantages. These include the overall load induced into the
network and inefficient use of slots, i.e., if they are used to forward messages where no
node awaits it in a certain region of the network. The scheme works on a centrally com-
puted global schedule that is distributed for every round. Every node can specify certain
traffic demands and request according resources that are then satisfied by a new global
schedule. In addition to the slots assigned for specific transmissions, a contention slot
is provided that can be used to send the traffic requests. Another method to request a
slot is to piggyback the request onto another transmission. Ferrari et al. did not con-
sider situations with two networks that have to join each other to fulfill a task. Another
disadvantage is the centralized schedule calculation — that also shows that this approach
is designed for a single network in one location. To the best of our knowledge there is
no protocol, based on the same principle as Glossy, that considers frequent changes in
the network, like the joining of two networks. Most of these protocols are designed to
work in classical WSN environments where the network’s topology is static. The focus
is more on reliable communications than flexibility [27, 31, 48]

The Mobility-Aware Real-Time Scheduling for Low-Power Wireless Networks (MARS)
system by Dezfouli et al. [9], is one of the first real-time schedulers that are aware of
mobility and able to handle it. The presented system is based on a hierarchical net-
work model with one gateway and several non-mobile infrastructure nodes wirelessly
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connected to it. The mobile nodes exchange data with these infrastructure nodes, which
then forward the packets towards the gateway. To handle mobility, a mobile node gets
a slot at each of the infrastructure nodes at the time it joins the network (on-join reserva-
tion). This way it does not matter to which infrastructure node a mobile node transmits
data because all of them are waiting for the respective node to transmit. This alone
is sufficient to ensure that real-time constraints are met even though some nodes are
mobile. However, it is rather inefficient due to the waste of slots which are currently
not used by the node. As a result, the cycle time would be unnecessarily elongated. To
mitigate this problem, several theorems and rules are postulated.

One downside of MARS is the fact that jitter is not considered at all. The deadlines
are said to be met for the nodes which are integrated into the system. But as soon as a
new node requests to enter the network, the schedule has to be inevitably re-calculated.
This can introduce a large jitter if the old and the new slot are far away of each other in
the frame. And it can cause severe errors if the system relies on the exact timing.

A further problem resulting from the hierarchical structure with one single gateway
is the length of the paths. Even in a physically meshed network, the usable topology
is always a star. This requires every packet to take at least four hops (mobile node —
infrastructure node — gateway — infrastructure node — mobile node), instead of only
one hop (mobile node — mobile node). Although MARS seems to be a big step towards
the right direction, the aforementioned facts are still problematic.

A project that evaluates the fifth generation (5G) of cellular networks for the use in
factory automation is Koordinierte Industriekommunikation (KOI)L. In associated papers [2,
57] the authors present simulations on the physical layer as well as on the system level.
They show that with a future 5G radio interface end-to-end delays of less than 1ms
will be possible. Another simulation shows that with Long-Term Evolution (LTE) (4G)
such short end-to-end delays are not possible. Here these delays are at 4 ms for semi-
persistent scheduling and at 12 ms for dynamic scheduling. The simulations also show
that the reliability of both LTE and 5G are suitable to meet 10~ block error probability.
However, as in MARS there is no investigation on the jitter in the transmission.

One very recent work by Mager et al. focuses on closing feedback control loops over
multi-hop wireless networks. The goal is to reach control intervals of tens of millisec-
onds with low cost, low power wireless technology. To make their system able to cope
with imperfections of these communication technologies the authors present a com-
munication protocol, a scheduling framework, and a control design [34]. Baumann et
al. details the scheduling in a later work [5]. Even tough the system presented by Mager
et al. has to cope many of the challenges we described in Section 2.1, it is not able to
handle topology changes or an altering of application parts during operations.

Thttp://koi-projekt.de/
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2.2.3 Networked Feedback Loops

A research field that can not be ignored is research that addresses the question: how
feedback loops could be closed using packet based networks and some even the inter-
net. Riith et al. present a concept that splits the control of an process into two parts,
the control synthesis and the actual control of the process itself [43]. The control syn-
thesis is a rather complex task in terms of computation but does not have such hard
real-time requirements as the actual control. To fulfill both these requirements, the
authors suggest to use cloud infrastructure to execute the control synthesis and to use
in-network processing to move the actual control task as close to the process a pos-
sible. Even though processes controlled by such a system could be reorganized more
frequently, due to the elasticity in the cloud computation resources and in-network de-
ployments of the control tasks, this concept is not applicable to our use case, as it relies
heavily on infrastructure.

Another approach to networked feedback loops is to adjust the controller to networks
temporary performance. Gallenmiiller et al. propose to use gain scheduling, which is
a way to choose the controller closest to the current operation conditions[15]. The au-
thors explore several parameters a wireless network needs to monitor to enable the gain
scheduling to choose the right controller. Gain scheduling seems to be an interesting
option to make feedback loops more resilient to the effects introduced by wireless com-
munication. However, in this work we focus on minimizing these effects.

A work more focused on the coexistence of several feedback loops in one network
is presented by Rosenthal et al. In [42] the authors propose a way how several feedback
loops can share the limited network resources a shared medium offers. It is based on the
idea to give each feedback loop a priority. Each controlled process also has a so called
quality of control, the goal is to keep the overall quality of control as high as possible.
If the network resources get to limited, the quality of control of the least prioritized
feedback loops is degraded first. Rosenthal et al. do not consider changing network
topologies. The lack of method to communicate to nodes that are not a part of the
control system hinders the interference free inclusion of new nodes.

2.3 Task Cluster Management Operations

The main purpose of the proposed real-time networking system is to run control ap-
plications enabling mobile robotic devices to cooperate with each other. Therefore, the
network must satisfy delay and jitter requirements needed for these types of control
loops. To achieve adaptability in a real-time network, without exceeding the jitter and
delay bounds, there needs to be a way to add or remove nodes and tasks from or to the
network. While adding or removing tasks can be handled by a scheduler almost by it
self, altering the nodes in a network is much more challenging. In our case that means
adding and removing nodes to the TC. To do so we define three operations: merge,
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split and synchronize. The merge operation is used to add nodes, as this adding of a
single node is the same as adding of T'C with only one node. The split operation can
remove nodes by separating one TC into multiple ones. The synchronize operation is
smoothing the transition between schedules.

2.3.1 Merge Operation

A merge operation is a procedure that combines two disjunct TCs to a bigger new one
without harming the running real-time communication. If two TCs have to cooper-
ate to fulfill a task, communication between both is required. Cooperation in this case
might mean that two TCs make sure that their real-time communication does not in-
terfere. To accomplish this, the network topology has to adapt to the new situation. We
assume that only two clusters are involved at once. To merge several clusters the same
process can be repeated until all TCs are merged. When two clusters are merged, the
following steps are required:

Step 1 - Discovery After mutual detection of the other cluster, both clusters must first
assure that the other cluster’s schedule does not conflict with its own in terms of used
network resources. Conflicts must be resolved by new schedules that do not conflict
when clusters move physically close to each other. Second, the nodes from both clusters
must ensure that all nodes are in communication range. A merge operation is now
initiated.

Step 2 - Subscriptions The information of data a node could publish is forwarded to all
nodes in both TCs. The nodes can subscribe to the published data to indicate that the
information is needed for future operation. This information is used by the scheduler
to plan concurrent transactions on different network resources. Each subscription can
define a quality class that limits the maximum jitter tolerable for the control applica-
tion.

Step 3 - Schedule calculation A new schedule is calculated based on the subscriptions
gathered in step 2. The scheduling algorithm tries to fulfill all requirements from the
subscribers. If multiple subscribers need the same data, the transmissions are com-
bined to a multicast communication which allows reducing the allocation of scarce
network resources. Data without any subscription is not scheduled for transmission.
If the requirements cannot be met, an emergency schedule is proposed that fulfills the
requirements as much as possible.

Step 4 - Schedule distribution The new schedule is distributed to all participating nodes.
In case of an emergency schedule all nodes have to agree to use it. Using an emergency
schedule without consensus may harm the operation or even worse lead to damage of
material or humans. If a node disagrees, a new schedule is calculated or the current
one continues to be the running schedule, in order to maintain a safe system state.
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If no new schedule can be found, the control application must define a new way to
cooperate that will result in a different schedule.

Step 5 - Switching schedules The new schedule takes effect at a predefined time in the
future. To synchronize the clocks of all participating nodes we present a high precision
clock synchronization protocol in Chapter 3. Besides that, switching the schedule must
occur instantaneously and not introduce additional jitter to the communication. In
Chapter 4 we present a protocol stack that meets these requirements.

2.3.2 Split operation

The split operation divides a TC when cooperation between nodes of a TC is no longer
needed or possible, e.g., when moving out of transmission range. By just ignoring the
resources allocated by tasks that are no longer part of the TC, the system would only
need to notify subscribers of these tasks. However, this will waste network resources, as
they cannot be allocated again. The difference between a merge and a split operation is
that no discovery step is performed and that in both TCs the schedule must be gener-
ated separately. In case a node drops out of the TC unexpectedly, the resources can not
be reallocated immediately, as it is not guaranteed that this node is not continuing its
operation. A future split (or merge) operation will automatically not include a missing
node in a new schedule. As the missing node is no longer part of the T'C, no other node
will subscribe and no transmission will be scheduled.

2.3.3 Synchronization

If clusters are merged, they need to be synchronized to a new shared time. Otherwise the
transition to a new schedule cannot be atomic. It is further possible that the slots of the
running schedules are not aligned, so the phases of both schedules must be corrected to
allow for a smooth transition to the new schedule. Care must be taken to not interrupt
running real-time communication. It is favourable to synchronize the nodes implicitly
by employing already sent data via piggybacking.

2.4 Components

In this section we define the main components needed to implement the operations
introduced in Section 2.3. To give a better overview of the components and the data they
exchange, we depict this information in Figure 2.3. We define the components schedul-
ing algorithm, time synchronization and real-time network management protocol, as
follows.

2.4.1 Scheduling Algorithm

The scheduling algorithm has to fulfill all constraints imposed by the communicating
nodes with respect to available network resources like bandwidth, channels, and possi-
bly concurrent radio links. A subscriber can request certain data with a defined period,
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Figure 2.3: Overview of components and their interactions
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maximum jitter and maximum delay between the date is created and the subscribing
task is scheduled.

In cases where multiple subscribers request the same data but with different peri-
ods, jitter or delay bound, the scheduler can use the smallest period and schedule the
subscribers in a way that their delay and jitter bounds are met.

The scheduler needs to be able to schedule transmissions in multiple dimensions
such as time and channel to fulfill a request with minimum resource usage. For exam-
ple, it may be more efficient to switch a transmission to a different (frequency) channel
instead of waiting for a time slot in the current channel. A channel might be a fre-
quency, a code, a PHY or even a combination of them. Different channels are always
assumed to be interference free from each other.

When multiple independent TCs with conflicting schedules meet, the management
components trigger a merge operation as described above. During the computation of
the new schedule, care must be taken not to violate the jitter and delay guarantees in
the old schedules. Therefore, the schedule algorithm must include the old schedules
of both TCs in to the computation. Doing so, time slots in the new schedule can align
better to the old one resulting in a smoother transition with smaller jitter. In Chapter g
we introduce two approaches to calculate schedules fulfilling all these requirements,
one based on mathematical optimization, the other one based on an heuristic for lower
computational complexity.

2.4.2 Time Synchronization

To merge two TCs the time must be synchronized between all node in and across both
TCs. This is especially important to be able to switch the schedules a the same point
in time on all nodes. In applications without any central instance, the TCs most likely
will have different time bases. Therefore, their clocks must be aligned to each other.
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As clock alignment cannot be done by solely modifying one TC'’s clock because this
would violate the real-time guarantees of tasks in that TC, both time bases must be
modified in a way the respects the real-time guaranties each TC gave.

Time slots of schedules in the TCs to merge may not be aligned to each other, see
Figure 2.4. This results in jitter during merging as one TC may need to wait for the
other to finish a slot. Low latency constructive interference communication scheme
like Glossy [14] are able to synchronize time in large scale networks over multiple hops.
By utilizing such an approach several TCs can be synchronized over larger distances
and the need to perform a new synchronization can be reduced.

Synchronization between members of a TC can be realized by a protocol based on
our Precision Time Protocol approach, presented in Chapter 3.

TC,

Figure 2.4: Time synchronization of TCs

2.4.3 Real-time Network Management Protocol

To support the functions derived above, a management protocol is needed. The man-
agement protocol is used to communicate above TC borders and triggers the operation
described above. As this protocol must not harm running real-time communication,
it should use distinct communication channels or even different PHYs. Including it
into the real-time schedule does not work, T'Cs have different schedules and time bases.
Therefore, management communication of one TC would cause interference in the
real-time communication of another TC. The management protocol is also used to
handle the publisher/subscriber system and needs to provide the gathered data to the
scheduler. The resulting schedule will be distributed in the network using the same
protocol.

Figure 2.5 shows a merge operation of two TCs after a new schedule is distributed.
Before the merge operation, both TCs are not in transmission range and therefore use
orthogonal network resources. Orthogonal network resources means, both schedules
are interference free, this might be due to spacial separation or the use of different
channels, codes, PHYs. However, when independent mobile TCs move towards each
other, they can interfere. Before interference occurs both T'Cs must switch their sched-
ule to the combined one simultaneously. In Figure 2.5 this time is marked by the red
line. The previously orthogonal network resources (left side) from both T'Cs can be used
more efficiently in the new schedule (right side). In this example, some time slots from
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TC; can fill the unused slots in the upper network resource. To do so, the scheduler
needs to exploit the allowed jitter for the task from TC,.

In order to disseminate new schedules as well as the subscriptions as fast as possible
toall nodes in a TC or to all nodes in a TC that is just forming, Glossy-based approaches
are applicable. Utilizing the constructive interference capability of such approaches
may help to reach other TCs earlier than with just one transmitter. We investigate how
applicable Concurrent Transmission approaches are for our use case in Chapter 6.

Figure 2.5: Merging of schedules

2.4.4 Real-Time Networking Stack

This is the core element, all the components discussed above are needed to enable
this component guarantee flawless real-time communication between all nodes in a
TC within the given bounds. To be able to guarantee certain delay bound the network
stack be designed in a way that it does not introduce unnecessary delay between the gen-
eration of data and its transmission and between the reception of data and its usage.
The other goal of the design of such a network stack is to minimize the jitter it intro-
duces into the whole system. Both can be achieved by incorporating the transmission-
scheduler into the task-scheduler of the operation system of the node.

Other needed features of the network stack are seamlessly switching from one to an-
other schedule at a predefined time and switching between different network resources
without adding any or adding only minimal jitter to the communication.

To fulfill all these requirements the network stack has to implement the whole range
of the ISO/OSI-model, from the application-layer other the network-layer down to the
MAC-layer and even the properties of thePHY-layer must be considered. By incorpo-
rating the transmission-scheduler with the task-scheduler it reaches into the operation
system. In Chapter 4 we introduce our real-time network stack, designed to meet the
requirements formulated above.
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As we stated in Section 2.4 a precise time synchronization between TC members is
needed to synchronize the execution of tasks on several nodes. From the communica-
tion point of view the time synchronization is needed to coordinate the medium access
in the TDMA communication. Nevertheless, the application of this synchronization
is much broader, as it can be used to synchronize actions nodes perform like lifting a
work piece with two robots at the same time. Regardless of the application field, com-
munication or synchronization of actions, a more precise time synchronization will
lead to less errors. The most important task of the time synchronization in a TDMA
communication is to ensure that all nodes have the same slot start-point, end-points
and duration. A more precise synchronization enables smaller guard-times in between
transmissions and thereby increases the number of messages that can be exchanged
in a certain amount of time. Besides the actual transmission of data the guard-times
are the limiting factor to the Round Trip Time (RT'T). The time for data transmission
depends only on the amount of data and the rate at which the PHY can transfer it. As
the amount of data is application depended, reducing the guard-time is an important
goal.

We stated above that time synchronization is not only important for the communi-
cation stack but also for the application a TC has to fulfill. In recent years multiple
research projects and also industry standards approached wireless monitoring of fac-
tories or processes [36, 24, 49, 1]. The next step is wireless control of such factories and
processes. To do so feedback loops for controllers must be closed over wireless links.
Therefore, the time synchronization must be precise enough to allow feedback con-
trollers to be spread over several wireless connected nodes. To accomplish that, several
sub-microsecond synchronization schemes were proposed [32, 28, 14]. Most of these
protocols do neglect that clocks on modern micro-controllers are drifting compared to
each other. This is due to the combination of low-cost oscillators and the Phase Locked
Loops (PLLs) used to gain higher frequencies from these oscillators. Both are intro-
ducing an error to the clock rate of the micro-controller that lead to the drift between
clocks on different nodes.

In this chapter we present a time synchronization protocol based on the Precision
Time Protocol (PTP) which we optimized for wireless connections. We focus on the ac-
curacy of synchronization by compensating the clock drift of the nodes. As we discussed
in [61], where we first introduced this method, this time synchronization protocol
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enables the communication stack to minimize guard times and allows to close feedback
loops over wireless links.

3.1 Related Work on Time Synchronization

In this section we give a brief overview of sub-microsecond synchronization protocols
for wireless networks. Further, we describe PTP briefly to give the reader a background
for the remainder of this chapter.

3.1.1 Precision Time Protocol (PTP)

PTP is a time synchronization protocol aiming at Local Area Networks (LANs) and pro-
viding microsecond accuracy, other than Network Time Protocol (NTP) which is used
in the Internet and provides millisecond accuracy. It is standardized as IEEE 1588/IEC
61588 [21]. Although the protocol does not limit the medium to Ethernet, almost all im-
plementations use it. But there are also working implementations using IEEE 802.11,
for example [25]. When the protocol is started, the Best Master Clock (BMC) algorithm
is started. Every node announces the capabilities of’its clock in order to choose the best
one among them as the master clock.

The messages exchanged to synchronize the clocks between the master and its slaves
are depicted in Figure 3.1. The master occasionally multicasts a SYNC message to its
slaves. The slave then records the reception timestamp f; as early and close to the hard-
ware as possible. To do this, either a hardware timestamping unit inside the Network
Interface Controller (NIC) can be used if available, or this can be done in software in
the MAC layer. The master has to prepare the message and write the actual timestamp
into the SYNC message at that time. Due to processing time, medium access, and prop-
agation delay, sending timestamp fy is not precise. To mitigate this issue, a FOLLOW_UP
message is sent afterwards. It contains the exact sending time as it has been recorded by
the hardware or, if not available, by the Interrupt Service Routine (ISR) processing the
TX-complete interrupt. The choice between hardware timestamping (if available) and
software timestamping has a large impact on the possible precision. According to [10],
software only solutions reach a precision of 5 to 50 us, while hardware supported imple-
mentations reach a typical precision of 60 ns. Having now acquired both timestamps
to and fq, the slave can calculate its offset to the master. Yet, this has the error of the
propagation delay 7,0, Which has to be subtracted in order to get the correct value. To
determine Tp,op, the slave sends a DELAY_REQUEST message to the master. This answers
with the reception timestamp f3 in the DELAY_RESPONSE. Now knowing all the relevant
information and assuming a symmetric delay, the slave calculates its propagation delay
to the master. Both () and 7}, are noted and the slave can correct its clock to be in
sync with the master. Where () is the offset of the slave’s clock.
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Figure 3.1: Messages exchanged in PTP

3.1.2 Glossy

Glossy is an efficient network flooding protocol proposed by Ferrari et al. [14]. Due to
its special flooding mechanisms it also brings a synchronization protocol. The idea in
Glossy is to forward certain packets as fast as possible without further processing. Thus,
the time a node needs to forward a packet is constant and the error added in a multihop
network can be predicted. Another advantage of constant packet processing times is the
ability to transmit the packets by different nodes at the same time. This is only true if
all nodes transmit the same data. Due to this ability there is no need for a MAC for this
packet, this eliminates the delay introduced by clear channel assessments. Ferrari et
al. do not propose a protocol for time synchronization but an implicit synchronization
based on packets transmitted for other reasons. In their evaluation Glossy was able to
synchronize a network with 8 hops with a mean signed deviation of 0.4 ys.

Although Glossy seems to be an elegant approach to time synchronization in wireless
networks it suffers from some conceptional disadvantages. Due to the elimination of
clear channel assessments it is not able to coexist with other networks in the same area
and frequency. Another disadvantage is the need of precise crystal oscillators to meet
0.5 ps slot accuracy with all nodes that should transmit the same packet.

3.1.3 TPSN

TPSN [16] was one of the first time synchronization protocols designed for wireless
networks. It works in two phases: first the fixed hierarchical structure is build up across
the whole network. In the second phase a two-message protocol is used to synchronize
the nodes pairwise among the edges. Thus, the synchronization propagates through
the network. In comparison to Glossy, TPSN uses unicast messages, not broadcast,
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to synchronize the pairs. The authors state that TPSN synchronizes a network with a
precision of 20 us, which does not meet the sub-microsecond barrier.

3.2 Time Synchronisation Protocol

In this section we describe our optimization to PTP and the design decisions that led
to them in detail. As our main goal was to meet the requirements of wireless networked
feedback loop controllers, we focused on the synchronization accuracy of our protocol.
To do so, we had to put other possible goals out of focus. As discussed in Section 2.1
we assume that all nodes of one TC are in transmission range of each other. There-
fore, multihop connections are not considered in our protocol. As a PHY we use the
DW1o000 by DecaWave [12]. This chip was designed for indoor localization applications
and, therefore, has an internal clock with a resolution down to several pico seconds
and other features that we use to synchronize the time on different nodes. Its transmis-
sion range of up to 250 m supports the assumption that multihop connections are not
needed [12]. It is quite unlikely that a feedback loop controller is spread over more than
250m and still needs a sub-microsecond synchronization. The DW1ooo implements
the Ultra Wide Band (UWB) PHY of IEEE 802.15.4, which uses a frequency band from
3GHz to 6 GHz.

As explained Section 3.1.1in PTP is a time synchronization protocol designed to work
in wired LANSs. It supports two mechanisms of timestamping packages: software times-
tamping by the Operation System (OS) kernel and hardware timestamping by the NIC.
The DW1o00 supports hardware timestamping of received packages, therefore we uti-
lize this feature in order to adapt PTP to our requirements and thereby achieve an im-
proved performance.

Like PTP our protocol has one master and several slaves. The master is used as the
reference for all its clients and has to know which nodes are its slaves. This knowledge
is distributed by the management protocol.

To initiate a time synchronization the master sends a SYNC message via multicast to
its clients. This is done periodically to keep all nodes synchronized. The slave records
the timestamp of the reception (1) with the timestamping unit in the DW1oo0o0. This
guarantees a minimum error in the timestamping. In PTP the master would send a
FOLLOW_UP message that contains the timestamp of the transmission (tp) of the SYNC
message. We do not need this FOLLOW_UP message, as we utilize the delayed transmis-
sion feature of the DW1ooo0. To do so the master prepares the SYNC message with the
timestamp o when it wants to transmit this message and hands it over to the DW1oo0o0.
Afterwards the DW1oo00 is advised to transmit this message at this exact timestamp. The
DW1iooo will transmit the message at that point in time without any further interaction
with the micro-controller. By utilizing a TDMA network protocol as described in Chap-
ter 4 the medium can be assumed free at this time, as the synchronization messages are
embedded into the schedule.
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Figure 3.2: The proposed time synchronization protocol, the red FOLLOW_UP message is re-

moved because it is not necessary due to precise timestamps.

It needs to be ensured that #( is far enough in the future to finish all necessary pre-
processing of the SYNC message until #y. This timestamp is precise due to the fact that
the clock triggering the transmission is running inside the DW1o000 and all computa-
tion needs be done beforehand [12]. In Figure 3.2 the removed FOLLOW_UP message is
marked in red and dashed.

As the slave has recorded 1 and read o form the SYNC message, it calculates its offset
() to the master.

Q= t1 —to — Tprop (3.1)

The propagation delay 7, still needs to be determined in the way originally intended
in PTP. Thus, DELAY_REQ and DELAY_RESP messages are exchanged just like in PTP.

3.2.1 Master Selection

In a TC nodes might have heterogeneous clock accuracy, in this case PTP’s Best Master
Clock algorithm can be implemented. For this work we used STM32f407 microcon-
trollers without an external reference clock. As it can be assumed that all clocks are of
the same accuracy in such a homogeneous network and without a way to determine the
accuracy of each node’s clock, we had to implement our own master selection.

After a node is started, it listens for SYNC messages for a certain time. If that node
does not receive any SYNC messages while it is listening, it starts transmitting SYNC
messages and is therefore the master. If, on the other hand, a SYNC message is received
the node becomes a slave by using the information in the received message. To resolve
the conflicts in case several nodes start at the same time, all nodes will prefer the SYNC
message with the lowest destination address.
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3.2.2 Drift Compensation

As we stated before, PLLs and low cost oscillators add an individual error to each node’s
clock. This results in a drift between the clocks of these nodes and finally a drift between
timed task executions on theses nodes. The magnitude of this error is determined
in Section 3.3. This section describes how we mitigate the drift between nodes in the
network. We designed our drift compensation in a way that does not require any extra
communication between the nodes, as described in [61].

All synchronization clients measure the time span (ATg,) between the reception of
two SYNC messages. This is the time between two instances of t; from Figure 3.2. Equa-
tion (3.2) gives the this time span with # as a SYNC message interval counter.

ATRX =1 (Yl) — 1K (1’1 — 1) (3.2.)

To calculate the drift to the clock master, the client compares ATg, with the time span
between the transmission timestamps (ATr,) of the SYNC messages.

ATry = to(n) — to(n — 1) (33)

Where t( is the transmission time stamp as in Figure 3.2 and 7 is the SYNC message
interval counter. The difference (AT) between AT, and ATr, gives the drift of the two
clocks over the SYNC message interval. A AT closer to zero means less drift between the
clocks.

AT = ATgy — ATy (3.4)

3.3 Evaluation

In this section we evaluate the accuracy of our time synchronization protocol. All exper-
iments were performed in the setup shown in Figure 3.3. To have reproducible results
throughout the whole evaluation we used NodeQ as the master node. Node0 generates
a reference signal by toggling a GPIO which is wired to a GPIO of all clients. This sig-
nal has a frequency of 1 Hz. The clients,Nodel and Node2, have an interrupt enabled
on the GPIO the signal is wired to. Every time Node0 toggles the GPIO it records the
timestamp. These timestamps are collected by a logging PC that is connected with the
nodes via Universal Asynchronous Receiver Transmitter (UART). At Nodel and Node2
a timestamp is recorded each time the interrupt is triggered by the signal. After col-
lecting these timestamps on the logging PC they can be compared with the ones from
the master. The wired trigger signal was chosen to minimize jitter and delay in the
reference.

All communication needed to synchronize the clocks of the nodes is wireless. The
wired connections are not used to benefit the synchronization of the nodes in any way.
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Figure 3.3: Measurement setup used to evaluate the clock synchronization

3.3.1 Ground Truth

In order to quantify the benefit achieved by our synchronization protocol between our
evaluation nodes we take a ground truth measurement of the drift between the clock
of Nodel and Node2 relative to NodeO without any synchronization. The results are

shown in Figure 3.4.

From the results of the experiment we get two main observations: first the drift of
the clocks is constant over time, as Figure 3.4 shows two straight lines. The second
observation is that the drift differs a lot between nodes, Node2 drifts almost twice as
fast as Nodel. In our experiment we measured a relative clock error of 1.6 us/s for
Nodel and 2.8 ps/s for Node2. The results shown in Figure 3.4 underline the need for

Clock offset in ms

—10

—— Nodel
—— Node2

|
1,000

| |
2,000 3,000
Measurement duration in s

Figure 3.4: Clock drift measurement without synchronization. The clock of Nodel dirfts by
1.6 us/s,the one of Node2 by 2.8 us/s.

a drift compensation to achieve a sub-microsecond synchronization. As the drift of
Nodel is 1.6 ps/s and for Node2 even worse with 2.8 ps/s, a SYNC message interval of
less than one second would be necessary for the needed accuracy.
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3.3.2 Time Synchronization without Drift Compensation

To evaluate how accurate our synchronization is without the drift compensation we
used the same setup as in the ground truth measurement but enabled our synchro-
nization. In order to limit the overhead of the synchronization to a reasonable amount
we chose 1 Hz as the synchronization frequency. As Figure 3.5a shows the drift is still
notable but it is around a constant offset of 0.5 ps. The measurements form a saw-tooth
like shape. This is due to the fact that every SYNC message brings the clocks in sync
and afterwards they are again drifting apart. The overlapping of the saw-tooth signal is
due to the low sampling rate of 1 Hz. The measurements between the saw-tooth slopes
most likely result from small variations in the sampling frequency. We only show a five
minute slice of the half hour experiment to make the figure more clear. For Node2,
shown in Figure 3.5b, the results are similar to Nodel but with a smaller offset.
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Figure 3.5: Exemplary five minutes slot of the 30 minute clock drift measurement with clock
synchronization. The drifting clocks are still notable by saw-tooth like shape of the

measurements

The mean absolute offset of the synchronization is 0.54 s for Nodel and 0.33 ys for
Node2. As the mean absolute offset is below one microsecond our system is able to
synchronize drifting clocks in a sub-microsecond manner. The Standard Deviation
(SD) of the offset is 0.411 us for Nodel and 0.406 s for Node2. Although the mean
absolute synchronization error is below 1 s there are still some outliers that exceed
the 1 s boundary. The saw-tooth shape means that tasks close to a SYNC message are
better synchronized than the ones more far away. Tasks right before a SYNC message
suffer from the biggest synchronization error which still might be more than 1 ys.



3 TIME SYNCHRONIZATION

3.3.3 Time Synchronization with Drift Compensation

The results in Section 3.3.2 show that a our synchronization is able to synchronize nodes
on amicro-second level. Never the less, the drifting clocks inhibit that the synchroniza-
tion stays in the micro-second range for the whole measurement. To overcome this drift
we use our proposed drift compensation from Section 3.2.2. The following evaluation
uses the same parameters as the prior one but has the drift compensation enabled. As
Figure 3.6 shows, there is no more slope in the clock offset, therefore the clock drift is
compensated by our proposed drift compensation. This result is supported by smaller
mean absolute offsets: 0.19 s for Nodel and 0.22 us for Node2.
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Figure 3.6: Exemplary five minutes slot of the 30 minutes clock drift measurement with clock
synchronization. The drifting clocks are compensated and most measurements lie

on a horizontal line near zero.

In Figure 3.6b there is time span between 370 s and 400 s with a bigger synchroniza-
tion error. As this happened to both nodes in irregular periods and with various dura-
tion, we assume this to be caused by packet loss due to interference.

3.4 Conclusion

The evaluation showed that our synchronization protocol is able to synchronize nodes
on a sub-microsecond level. We achieved this by utilizing the features of our hard-
ware and were able to reduce the amount of messages needed for synchronization com-
pared to PTP. By introducing a drift compensation we made our approach applicable
for nodes with low-cost crystal oscillators. The mean absolute error was 0.19 ys. With
such an accurate synchronization guard times in the TDMA communication can be re-
duced to a minimum. The other advantage of an accurate synchronization are smaller
errors in the timing of feedback control loops which will result in smaller errors.

27






4 Real-Time Networking
Stack

In this chapter we present our design of'a TDMA network stack, capable of maintain-
ing real-time communication even if the topology changes. As discussed in Section 2.1
maintaining real-time communication gets much more challenging if parts of the net-
work’s topology or parts of the network’s traffic patterns change. To adapt to such
changes the TDMA network stack needs to be able to apply a new schedule with no
or very limited extra delay and jitter. In the following we discuss the abilities of sev-
eral state of the art network stacks, focusing on their ability to adapt to changes in the
network. Afterwards, we detail the architecture of our network stack, as presented in
[62], in Section 4.2. Section 4.3 evaluates how well the network stack performs in stable
network and also how well it adapts to changes.

4.1 Related Network Stacks

To structure this section, we separate industrial standards from academic research
projects in two section. This is to give a better understanding what the industry is
working with at the moment and what academic research is proposing to overcome
future challenges.

4.1.1 Industrial Standards

ISA100.11a [1] is an industry standards that is based on the low-power wireless standard
IEEE 802.15.4 [23]. In contrast to IEEE 802.15.4, ISA100.11a incorporates TDMA to achieve
better real-time capabilities than IEEE 802.15.4 in its beacon enabled mode. It is not
applicable to factory automation applications as its time-slots are longer than 10 ms [59)].

WirelessHART is the wireless extension the Highway Addressable Remote Trans-
ducer (HART) standard. It specifies a self organizing mesh network that connects field
devices via a robust, wireless communication stack. WirelessHART is based on
IEEE 802.15.4 with a TDMA protocol that has fixed 10ms slots. This TDMA proto-
col substitutes the token passing mechanism in HART. In terms of mobility, Wire-
lessHART does support mobile handheld devices for diagnostics. Yet, it is not designed
to support feedback loops while the network topology is changing [26]. WISA is the only
standard designed to be used in factory automation [59]. It utilizes IEEE 802.15.1 [22] as a
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PHY and achieves time-slots lengths below 10 ms. Therefore, it is able to close feedback
loops over its wireless connections. By aiming for the highest possible timing accuracy
and shortest time-slots, the adaptability of WISA is very limited. WISA is mostly used
in fixed production cells with a fixed number of nodes and a fixed task to fulfill.

4.1.2 Other research

The MARS system by Dezfouli et al. [9] is one of the first real-time schedulers that is
aware of mobility and able to handle it. The presented system is based on the hierar-
chical network model of WirelessHART [26] with one gateway and several non-mobile
infrastructure nodes wirelessly connected to it. The mobile nodes exchange data with
these infrastructure nodes, which then forward the packets towards the gateway. To
handle mobility, a mobile node gets a slot at each of the infrastructure nodes at the
time it joins the network (on-join reservation). Therefore, it does not matter to which
infrastructure node a mobile node transmits data. This is rather inefficient due to the
waste of slots currently not used by the node and this lowers the scalability.

Thaskani et al. [51] published a mobility tolerant TDMA-based MAC-protocol for
WSNs in 2011. Their MAC-protocol clusters the nodes and can handle intra-cluster as
well as inter-cluster mobility with the drawback of several seconds delay in case of topol-
ogy changes. This introduces jitter which is too large by several orders of magnitude
for most industrial real-time applications.

In 2012, Ferrari et al. [13] published their Low-power Wireless Bus (LWB) which builds
upon "Glossy" [14]. It can handle node mobility and has a very high delivery probability
achieved by the use of both TDMA and flooding. The LWB is targeted more towards
classical WSN applications, not to industrial automation scenarios [13].

The GINSENG project [36] bases on the IEEE 802.15.4 physical layer and was designed
for refinery surveillance. The so called GinMAC protocol uses a single-channel TDMA
schedule with a predetermined sender and receiver for each slot. Changing the de-
ployed schedule during operation is not supported.

All the presented work does not consider the jitter of packet delivery, whether it is
introduced by packet loss, routing decisions, rescheduling, or the processing of the
packets itself. This negligence of the jitter in networks that are designed to be used
in closed loop controllers leads to serious problems during their implementation and
operation.

4.2 Architecture

As the discussed state of the art shows, all approaches lack either the ability to guar-
antee timings accurate enough to close feedback loops over their links or they lack the
ability to adapt to changes in the network’s topology, needs of the applications or the
environment. To combine both abilities we propose our TDMA network stack, that is
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Figure 4.1: Network stack design overview with the information flows between its components

on the one hand flexible enough to allow the changes that occur in the applications but
still is strict enough on its timings that feedback loops can be closed. In this section
we describe the architecture of our TDMA network stack. Figure 4.1 depicts the dif-
ferent components and the flow of information between them. The proposed network
stack is an enhancement to the Free Real Time Operating System (FreeRTOS), all its
components, but the Node Scheduler, are implemented as standard FreeRTOS tasks.

4.2.1 Application Layer

We decided not to introduce a special layer for tasks that need to access the TDMA
stack. The reason was to keep the application development as simple as possible. All
tasks registered to FreeRTOS can use the stack. The only restriction a developer has in
the design of a task is timing wise. Each task has to finish its execution in its assigned
time-slot and needs to provide the data to the network stack. Otherwise the network
stack is not able transmit the data to the receivers.

4.2.2 Time Synchronization

To synchronize the time on all nodes in a TC we use the synchronization protocol pre-
sented in Chapter 3. The synchronization never modifies any system timer, this way
timed executions are never lost because the time was reset ahead the time of that exe-
cutions. To synchronize the time on several nodes, an offset ((3) and drift factor (AT)
to the master’s time is calculated as described in Section 3.2 and Section 3.2.2 accord-
ingly. The drift factor is multiplied with the time span between the current time and the
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planed execution time, the result gives the time span at the node. The offset is added
to this time span, this gives the time the node has to execute the task.

Te=(Ty—t) x AT+ Q (4.1)

Where T, is the execution time at the node, t is the current time at the node and T,
is the synchronized time. Thus, all nodes will execute their tasks at the right time ac-
cording to the master’s time, even though their system timers might tell a completely
different time. The offset and drift factor is updated each time the a synchronization is
performed.

We implemented the time synchronization as a FreeRTOS task, therefore it can be
embedded into the TDMA schedule of the T'C. The frequency of re-synchronization has
to be adjusted to the application’s needs.

4.2.3 Node Scheduler

The Node Scheduler is responsible to take the schedules generated for the whole T'C by
the scheduling algorithm discussed in Chapter 5 and break it down into a schedule used
on the node it is executed on. Further, it has to ensure that all tasks are executed at the
right time and are stopped if they exceed their limit.

To achieve the most accurate timing for the execution of the tasks we had to replace
the FreeRTOS scheduler. The standard FreeRTOS scheduler is working with 1 ms time
slices. As it operates on the FreeRTOS system timer, which is not modified by our
synchronization, the timing accuracy could not be higher than 1 ms.

Another reason to exchange the FreeRT'OS scheduler was, that it works purely on the
priorities of the tasks. It schedules the task with the highest priority that is in the so
called READY-state and therefore waiting for execution. Such a model works well on iso-
lated nodes where not all tasks are executed periodically and some are more important
to be executed than others. In our applications all task need to be executed in order to
fulfill the need of the application, as we discussed in Section 2.1.

To synchronize the medium access of all nodes in a TC and to achieve a smaller jitter
between the aggregation/processing of data and its transmission/reception, we chose
to combine the communication and processor scheduling. This way we can guarantee
timings between the, e.g., measurement ofa value and its transmission and also between
its reception and its processing. Therefore, timings between the aggregation and the
processing can be guaranteed which is necessary to be able a close a feedback loop over
a wireless link.

How such a combined schedule looks like is depicted in Figure 4.2. It shows two
rounds of the same schedule which in this case consists of three slots. We implemented
the TDMA stack on the same hardware as the time synchronization presented in Chap-
ter 3. Therefore, we can use the delayed transmission feature of the DW1o000 to transmit
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Figure 4.2: Example of'a combined schedule of three tasks and two rounds. The execution times

of the tasks are shown in red while the duration of the packet transmission is marked
in orange. TaskO is executed in the slot labeled with CPUO, its data is transferred in
the slot labeled AIRO. Task1 uses the slots CPU1 and AIR1 and so on.

packets at an exact point in time. By utilizing this feature for every transmission we
free the CPU from any work related to the transmission during the transmission time.
Therefore, we start the execution of a task before the transmission of the prior task’s
data is finished. This can be seen in Figure 4.2 in the first time-slot, the transmission
of task2’s data starts at t( and lasts as long as the orange bar, the computation of task0
starts at starty, its worst case execution time is represented by the red bar.

A task that is supposed to transmit its data in the second time-slot will be scheduled
to do its computation in the first time-slot. Therefore, the computation time-slot CPU®
of task0 is the one time-slot right before its transmission time-slot AIR®, where the data
of task0 is transmitted. To minimize the delay between the computation and transmis-
sion of data even further the computation does not start at the time-slot’s start. It is
timed based on its worst-case runtime before the end of the computation time-slot.
That way it is guaranteed that the data is ready to be transmitted at the beginning of’
the transmission time-slot and that it is as recent as possible. To keep application de-
velopment simple we use the vanilla FreeRTOS context switches and its Inter Process
Communication (IPC). Our node scheduler notifies the task that is about to be executed
next and sets it into READY-state. Afterwards, that task is executed at the time it is timed
to.

To set the right task into READY-state the node scheduler must be executed at the
beginning of each time-slot. The node scheduler is called by an ISR right at the time-
slot start, then it calculates the start time of the task to be executed and sets a timer to
wake up the task at that time from another ISR. In Figure 4.3 both ISRs are shown, it also
shows t; the start of the time-slot and #;; the start of the execution of the Task;. The
node scheduler also calculates ¢;y the transmission timestamp for the packet which
Task; might transmits.
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Figure 4.3: Procedure of Task; in its slot. At f the scheduler calculates the following slots, ¢ is
the defined transmission time f;; minus the worst-case execution time of Task;.

As ty; is calculated by Equation (4.2), where w is the worst-case runtime of the task,
this worst-case runtime must be given by the application developer (or otherwise de-
termined).

tip =ty —w (4.2)

Due to the fact that the runtime of tasks might differ for each execution, f;;; might
differ as well. By utilizing the delayed transmission feature of the DW1o00, varying
runtimes do not effect the transmission time. As long as the data is ready before the
pre-calculated transmission timestamp, the radio ensures that the data is transmitted
at that timestamp.

By combining the communication and processor scheduler into the node scheduler,
we achieved the goal of minimizing the delay and jitter which our communication stack
adds to a feedback loop. To achieve the goal of allowing our TDMA network stack to
adapt to changes of every property of the network’s configuration, it must be able to
switch the schedule during runtime with the least additional jitter possible. Switching
the schedule must happen at the same time on all nodes in a TC, otherwise interference
and packet loss will occur, as several nodes might transmit in the same time-slot. This
has to be avoided by all means. We use a designated message to signalize at what time
all nodes have to switch the schedule. This message specifies the transition time and
the schedule to switch to. This cannot be done during an ongoing schedule cycle but
only at the end of a round and thus, in the example from Figure 4.2, to, t3 and t¢ are
valid transition times.

4.2.4 UWB-PHY Layer

As mentioned in Chapter 3 we are using the DW1oo00 as our transceiver chip, it imple-
ments the IEEE 802.15.4 UWB PHY. UWB is more robust against narrow-band interfer-
ence than communication standards utilizing narrow-banded channels. Such narrow-
banded interference are common in factory automation scenarios due to electro mag-
netic emmissions originating from welding machines, generators etc.
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Figure 4.4: The message format of our network layer

The DW1oo00 was originally designed for indoor localization applications, to perform
accurate time of flight measurements it is equipped with a high resolution clock. This
clock runs with a resolution 0f 15.65 ps and is able to timestamp packet reception with
this clock. An even more useful feature is the delayed transmission which uses the
same clock to trigger the transmission of’a packet that was previously loaded into its
packet-buffer and configured to be transmitted at that time. We use both of these fea-
tures heavily, the latter one allows to reduce the guard times between slots and to free
the CPU during the transmission. The reception time-stamping is used in the time
synchronization discussed in Chapter 3.

4.2.5 Network Layer

Figure 4.1 shows the network layer as the central instance which organizes all communi-
cation of that system. It provides the connection between all the components described
above and controls the transmission and reception of all tasks. In this section we de-
scribe how packets are received by the transceiver and how they are passed to the tasks
that are subscribed to the data included in that packet. Further we describe how tasks
hand data over to the transceiver so it transmits them.

Whenever a task is scheduled to use the CPU, it is allowed to transmit data at the
beginning of the next time-slot. The data has to be passed to the network layer before
the current time-slot ends, so the network layer can prepare the packet including this
data. Do to so the network layer needs some additional information, which is used
to format a packet like shown in Figure 4.4. That newly constructed packet is then
encapsulated in an IEEE 802.15.4 frame to stay compliant to the standard. Together
with the transmission timestamp this frame is than given to the PHY, described in
Section 4.2.4.
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The protocol field is used to distinguish whether a packet is used for time synchro-
nization or to transmit data generated by an application of the TC. For there are only
these two protocols defined. To have the opportunity to add more protocols in the
future we reserved a few extra bit in this field. To distinguish different messages for
different purposes in a protocol we use the message type. For now four types have been

defined:

» Schedule-change-request: Requests other nodes to change the current schedule
to the one defined in this message.

m Sync-beacon: Periodically sent by the master of the time synchronization.

m Sync-delay-request: Request to the master to start propagation delay measure-
ment.

= Sync-delay-response: Response of the master to the sync-delay-request.

As we stated in Chapter 2 we use a publish-subscribe mechanism to decide which data
needs to be delivered to which task. To make sure all subscribers receive the packet at
the same time, all packets are sent to the broadcast address of IEEE 802.15.4. All task in
a T'C have a unique source port that they use to publish data. The destination port is a
number to which tasks subscribe to, this enables the network layer to deliver the same
data to different tasks at the same time without additional communications. Being
able to deliver the same data at the same time to different tasks on different nodes is
especially handy if several task need data from the same task and need to act according
to this data simultaneously.

One drawback of this mechanism is that it needs a large centralized packet buffer on
each node. This buffer has to store the data until each subscribed task had the oppor-
tunity to process the data. To keep memory usage and processing time as constant as
possible we use a ring bufter to store all received packets. Using dynamically allocated
memory could lead to an unpredictable runtime of the allocation. As the whole design
of this network stack is based on the idea of predictable runtimes in any component,
dynamically allocated memory was therefore not an option. The space in a ring buffer
has to be defined at compile time, therefore a central buffer would introduce the risk
that data was overwritten before it was processed by all subscribers. To overcome this
we use a separate ring buffer for each destination port. The size of each ring buffer
can be chosen by the developer of the application. That way it is up to the developer
to decide how many old instances of the data are needed and after how many new in-
stances the old one is overwritten. Another advantage of our ring buffer concept is that
the system cannot be affected by a lack of memory caused by tasks that do not free the
buffers after they processed their data.
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Figure 4.5: Evaluation setup with 4 nodes connected to the BeagleLogic to measure task execu-

tions timings

In order to subscribe to a certain port, tasks need to register to the network layer for
this port. Packets received with this destination port are copied into the ring buffer.
Afterwards, the tasks are notified that new data is available. When the task is executed
the next time, it can process the payload of the received packet.

To publish data into the network, a task has to notify the network layer about the
address and the length of the data. Additionally, destination port, protocol and message
type need to be provided. The source port is included by the network layer based on the
task it is notified by. The transmission timestamp is provided by the node scheduler
for that task.

4.3 Evaluation

To evaluate the performance of our system we chose two main metrics: the timing ac-
curacy of task execution between difterent nodes and the packet loss the system suffers
from under different configurations. The first metric shows how much additional jitter
and delay a feedback loop has to expect if'it is closed via our TDMA network stack. The
second gives an estimation on the reliability of links between nodes in a T'C.

4.3.1 Evaluation Setup

To measure the timing accuracy we used a network of four nodes, one master and three
slaves. The example application is to simultaneously set a GPIO high at all three slaves
5ms before the master does the same. This mimics an application where sensors must
be read at the same time on diftferent devices and the master uses the collected data to
control a process. To ease the measurement of the timing accuracy we used a GPIO and
let all clients act in the same slot.

The timings were measured by BeagleLogic! connected to the GPIO of all nodes. To
have a good resolution of the different timings the BeagleLogic measured with a sample
rate of 100 MSps. The setup is shown in Figure 4.5.

Thttps://github.com/abhishek-kakkar/BeagleLogic
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To make the results of all timings evaluations comparable, we use schedules of four
slots of 5ms, so a frame is 20 ms long,

4.3.2 Single Node Timing Accuracy

The easiest form of'a feedback loop is one that is closed on a single node, so no network
communication is needed. As one would expect this feedback loop to perform best in
terms of timing accuracy, we evaluated this case first. The only impacts our system
has to such a feedback loop are the time synchronization and the node scheduler. The
time synchronization might re-synchronize between two executions and therefore add
some jitter. The node scheduler is the component that manages when a task is executed,
therefore, the evaluation of this use case gives us insight to the timing accuracy of the
node scheduler.

In this evaluation we measured the time between two executions of the same task
on one node. To get a better understanding how different master nodes influence the
performance of the whole system, we executed this evaluation with each node as the
master node.

Figure 4.6 depicts the results to this evaluation. Each of the four figures shows an-
other combination of master and slave nodes. The y-axis give the time between two
consecutive executions of the same task and therefore the length of a frame. In all
master-slave combinations the master has the best timing accuracy. The best perfor-
mance has the network with Nodel as the master, the jitter is only about 1 ps. The worst
performance shows Node4 as a master, the network jitters 6 us. These differences are
most likely due to manufacturing tolerances in the crystal oscillator of the nodes.

The results are shown as boxplots but the vast majority of the executions is so close
t0 19.999 ms that the boxes appear as bars. As the outliers are far more important to this
evaluation, we chose to show the whole range of outliers and sacrifice the details of the
boxes for this purpose. From the outliers we can determine that the maximum jitter is
6 pis. At a cock rate of 168 MHz these 6 ps are about 1000 cycles. The majority of con-
secutive executions are performed with a difference below 168 cycles. This jitter most
likely results from clock-synchronization-packet loss, floating point accuracy errors in
time-base conversion and context switches.

The difference between the ideal frame-length of 20 ms and the measured 19.999 ms
is a static offset that might be removed by adding a static amount of cycles to every slot.
As we want to give a realistic baseline, we decided against applying such optimizations.

4.3.3 Network Timing Accuracy

After showing that our systems is able to execute a given schedule very accurately on
a single node, we will evaluate how our network stack performs. This is done by tak-
ing the same evaluation setup as before but measure the timing between two different
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Figure 4.6: Results of execution interval accuracy with different master nodes.

nodes. We have chosen to measure between the master and the slave nodes. This setup
emulates a feedback loop where the slave measures a value on which the master acts.
Therefore, the slave is scheduled in the time-slot right before the master, as shown in
Table 4.1. As we do not transmit any data from the slaves to the master, all slaves exe-
cute their evaluation task at the same time-slot. We chose to leave out the transmission
of data as a simultaneously execution of the evaluation task gives us the opportunity
to investigate the differences between the different slaves a little more. Additionally,
the communication of the data has no impact on the execution timing of tasks. The
received data would have an impact on the action the master would take but this is out
of the scope of this evaluation. The master node in this evaluation is always Nodel as
it had the best performance in the previous evaluation.

For better readability we subtracted the slot length of 5ms from the delay in the
following figures, therefore the displayed delay is negative in some cases.
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4.3 EVALUATION

Table 4.1: The two alternating schedules for each master and slave, showing the position of the

evaluation tasks

Slots 1 2 3 4
Mast — Eval | S —
Schedule 1 astet va yne
Slave | Eval | Sync | — —
Mast — — Eval
Schedule 2 aster | Sync va
Slave — — | Eval | Sync
2.0
=z 0.0 —_—
=3 —_——
o % e %
= L]
3 -2.0
-4.0
Node2 Node3 Node4

Figure 4.7: Network timing accuracy measurement without schedule or transceiver configura-
tion changes.

For the first evaluation of timings on different nodes we used a static schedule, with-
out any changes in the transceiver configuration or the schedule. The results shown in
Figure 4.7 are similar to the ones in Figure 4.6. Node4 has the most jitter of all slave
nodes, with up to 2 pis.

This evaluations can be seen as a base line for the following evaluations. These eval-
uations show how well our network stack can handle the different changes one can do
to a schedule in our system. As we designed the network stack to be able to handle such
changes, these evaluations are the most important ones.

In the next evaluation the transceivers had to change their communication channel
periodically. In a real-word application this might happen when two TCs need to pass
each other in transmission range. To resolve potential interference one of the TC has
to change its communication channel.

The third evaluation of network timings will use two different schedules, shown
in Table 4.1. We chose to switch these schedules periodically. In these schedules the
evaluation task of the master changes from time-slot two to four and the slave’s one
from one to three. This changing of time-slots mocks a change in the application of
the TC or its topology.
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Node2 Node3 Node4

Figure 4.8: Network timing accuracy measurement with transceiver configuration changes.

In Figure 4.8 there is a significantly higher jitter as in Figure 4.7. Overall the jitter is
about 5 s, taking the results of Node3 and Node4. To reconfigure the transceiver block-
ing Serial Peripheral Interface (SPI)-transfers are needed. As these transfer cannot be
interrupted to execute the evaluation tasks, they add jitter to the timings each time the
configuration is changed. On our prototype hardware, see Figure 4.9, the SPI-bus can-
not be clocked faster than 1.3 MHz. A custom PCB with shorter connections between
the STM32 and the DW1000 would make faster SPI clock rates possible and thus reduce
the jitter introduced by changing the configuration of the transceiver.

To evaluate how our network stack handles changes in the TC'’s application or the
TC’s topology we ran a continuous timing evaluation while switching the schedule every
10 frames (200 ms). We alternated between the two schedules in Table 4.1.

As the evaluation tasks of the master and the slave stay in consecutive tasks in both
schedules, the jitter should not increase significantly. In Figure 4.10 the results of this
evaluation are shown. Compared to the other evaluations, there is no significant differ-
ence. This shows, that our network stack is able to change schedules without introduc-
ing additional jitter.

Concluding the evaluations, we have shown that our system is able to keep the jitter
within a range of 6 is even if changing environments demand a reconfiguration of the
radio transceiver — e.g. changing the radio channel - or if the application or the network
topology changes and a new schedule needs to be applied.

4.3.4 Packet Loss

The prior evaluation shows that the timing accuracy in our system is good, therefore
small guard times are possible in our network stack. Another finding was that addi-
tional SPI-transfers cause a significant jitter. To investigate why SPI-transfers are such
a challenge we performed an evaluation in which we measured the packet loss between
the nodes at different payload lengths, time-slot length and guard times.
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4.3 EVALUATION

Figure 4.9: Prototype hardware used to evaluate our network stack. DW1iooo with black PCB
and STM32F407 evaluation kit with green PCB.

In this evaluation we used two nodes as senders and one as a receiver, one of the
senders was Nodel and also used as time synchronization master. The two senders sent
their packets alternating to each other to generate maximal load on the channel. In our
evaluation we uses slot lengths from 2 ms to 100 ms, guard times from 10 ms down to
0.5ms and payload sizes from 1 byte to 111 byte, which is the maximum payload size in
our network stack.

The results of these measurements are shown in Table 4.2. Each cell in the table
represents the packet loss in 20000 packets. For all combinations with a slot length
longer than 4 ms the packet loss is below 0.01%. For 4 ms the packet loss rises only with

2.0

0.0 4
+

904 =_%- %

-4.0

Node2 Node3 Node4

Delay [us]

Figure 4.10: Network timing accuracy measurement with two alternating schedules switched

every 200 ms.
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a guard time of 0.5 ms. The same is the case for 3 ms, the fact that the packet loss is lower
than for 4 ms seems to be coincidence. For slot lengths of 2 ms the packet loss rises for
all payload sizes, for 74 byte and 111 byte all packets are lost. For a better visualization

Table 4.2: Resulting packet loss in percent for different configurations

Packet Loss in % for Payload Size
Slot Length [ms] Guard Time [ms] | 1 Byte 37 Bytes 74 Bytes 111 Bytes

10 0.024 0.005 0.010 0.010

5.0 0.029 0.014 0.019 0.024

100 2.0 0.024 0.010 0.000 0.029
1.0 0.024 0.010 0.019 0.014

0.5 0.075 0.0062 0.062 0.024

10 0.043 0.057 0.052 0.0067

5.0 0.048 0.001 0.052 0.067

50 2.0 0.057 0.067 0.052 0.043
1.0 0.038 0.114 0.052 0.048

0.5 0.051 0.014 0.062 0.029

5.0 0.058 0.091 0.052 0.067

2.0 0.029 0.043 0.062 0.076

e 1.0 0.071 0.086 0.033 0.033
05 0.013 0.043 0.052 0.029

2.0 0.035 0.005 0.029 0.038

5 1.0 0.010 0.038 0.052 0.086
05 0.045 0.024 0.052 0.033

1.0 0.009 0.029 0.019 0.033

4 05 0.043 0.010 0.024 7.012
1.0 0.048 0.000 0.038 0.010

3 05 0.033 0.010 0.024 5373
2 1.0 1.326 0.958 100.0 100.0

of the issue we show the last and important five rows of the table in Figure 4.11.

The behavior of loosing large packets in short slots and loosing smaller packets in
even shorter slots indicates an issue with short slot lengths and large payload. Taking
into consideration that the data rate of our wireless link is 6.8 Mbps the overall dura-
tion of a transmission cannot exceed 176 ps. This is, preamble, SFD, header and payload
together. Therefore, the explanation for such behavior must lay in the SPI-transfers. As
mentioned in Section 4.3.3 the SPI-clock had be reduced to 1.3 MHz to mitigate commu-
nication error on the SPI-bus. Therefore, a SPI-transfer for a maximum-sized packet of
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Figure 4.11: Packet loss at the critical configurations. SL stands for Slot-Length and GT for
Guard-Time

127 byte takes 0.8 ms together with the SPI-transfer necessary to read or write the packet-
buffer this takes longer than 1 ms. Figure 4.12 shows the SPI-transfer captured with a
logic-analyzer, the long block on Channel 1 a packet that is written to the transceiver
during this transfer the DW1000 IRQshows arising edge thatindicates the reception ofa
packet. Thus, the SPI-transfer took way too long to transmit the packet just transferred
to packet buffer in time.

DW1000 IRQ

Figure 4.12: Screenshot of the logic analyzer showing overloaded SPI

As our network stack transmits all packets as broadcast messages, all nodes have to
read the data from the transceivers packet-buffer to decide whether there is a task that
subscribed to this message. For our evaluation setup that mean the second sender needs
to read the packet sent by the first one. During this time it is not possible to prepare
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the packet that need to be sent in the next time-slot. Thus, the packet will not be sent

by the second sender and the receiver will count it as lost. Considering a 2 ms long slot

there is simply not enough time in that slot to read a 127 byte packet and write one of

the same size. This situation is depicted in Figure 4.13, together with a more relaxed

situation with a slot length of 5ms. In the beginning of a slot the receiver has to wait

at least for the guard time (GT) and the radio transmission (RX on Air) before it starts
to read the packet via SPI (RX on SPI). After reading the packet and writing the new
one (TX on SPI). In the upper case, where the slot is 2ms long, the deadline for the

transmission is missed, the deadline (f;) at the end of the guard time is reached before

the transfer is finished at t,. For longer slots, e.g. 5ms, f;, is before f; and the packet

is transmitted at the right time.

CPU

SPI

Air

CPU

SPI

Air

0.6 ms

Idle

2ms

Deadline missed!
GT GT |TX Idle
05 o5 o2 1.3
ms ms |ms| ms
2 ms 2 ms
o td tx
5ms
3.6 ms 0.4 ms 1ms
Idle CPU

GT |RX Idle GT [TX]
o5 o2 o5 |02
ms |ms ms |ms|

5ms

to

tittx td

Figure 4.13: Analysis of SPI resource utilization timing for different slot lengths. SL stands for
Slot-Length and GT for Guard-Time
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4.4 CONCLUSION

Taking into consideration that no retransmissions were made in our evaluation a
packet loss below 0.01% is competitive, as most other highly reliable network stacks
use several transmissions to achieve the 99.99% packet reception rate [14]. tTo reduce
packet loss for larger packets a PCB that enables higher SPI clock rates would be suffi-
cient.

4.4 Conclusion

In conjunction with the time synchronization we presented in Chapter 3 our network
stack introduces adaptability to networks which have previously be known for their
static setups, like industrial networks based on TDMA-schedules. This was achieved by
designing a node scheduler that combines the CPU and radio scheduler to minimize
the jitter between the execution of a task and the transmission ofits data. Further, we
took great care in the whole design of the network stack to avoid unpredictable com-
putational complexity but use methods with a static and known runtime. By utilizing
multicast communication together with a publish-subscribe system and the delayed
transmission feature of the DW1oo0 we are able to deliver data of one publisher to sev-
eral subscribers on different nodes at the same time. With our approach such networks
can be enabled to switch their schedules while maintaining the real-time communica-
tion between their nodes. Thus, they are able to adapt to changes in their environment,
topology and applications. In a real-world evaluation we measured a total maximum
jitter of 6 ps on a single node. The jitter between task executions on different nodes did
not exceed 5 ps. Even changing the configuration of the transmitters and the schedule
of the networks did not lead to a jitter larger than 5 ps.



5 Adaptive Real-Time
Scheduling

The scheduling is one of the most critical tasks in a distributed real-time system, it
provides the base for all operations of the system. Although, scheduling of distributed
real-time systems is a vastly researched topic, introducing mobility in such systems
adds challenges that are not addressed in existing research to date, see Section 5.3. To
give a better understanding of these challenges we first declare the problem and reason
the assumptions we make in detail in Section 5.1. In Section 5.2 we discuss the con-
straints a scheduling algorithm has to follow to generate valid schedules and explain
them by using an example. Section 5.4 introduces our Mixed Integer Linear Program-
ming (MILP)-model and its mathematical implementation of the constraints from Sec-
tion 5.2. We evaluate its computational complexity in Section 5.5. In Section 5.6 we
formulate a hypothesis on how a heuristic algorithm should be designed to generate
schedules that can be adapted and investigate its validity. To give an alternative with
a more foreseeable computational complexity we present a heuristic approach in Sec-
tion 5.7. Section 5.8 compares the MILP- and the heuristic-based approach and shows
the performance of our heuristic.

5.1 Problem Statement and Assumptions

In traditional real-time systems a schedule was calculated once and used until the sys-
tem got another taskset. To switch the taskset of such systems they were stopped com-
pletely and started with the new schedule. Taking mobility into consideration, the as-
sumption that a system can be stopped to load a new schedule is not applicable any-
more. Therefore, mechanisms are needed to generate schedules that introduce the
changes, needed to adapt to the new situation, without harming the real-time con-
straints of running tasks.

For our scheduling we assume that a distributed real-time system is a wireless net-
work consisting of several nodes. Each node is capable of executing different tasks but
only one of them per time-slot. Nodes can only communicate in a half-duplex man-
ner on one channel in one time-slot but may switch channels between two consecutive
time-slots. The whole network on the other hand is able to utilize multiple channels at
the same time to transfer data in  disjoint sets of nodes.
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5.1 PROBLEM STATEMENT AND ASSUMPTIONS

The problem of scheduling data transfers over multiple channels can be mapped to
the problem of scheduling computation tasks to multiple processors. Coftman et al. [§]
and Du et al. [11] showed that multiprocessor scheduling of non-preemptive task is NP-
Hard. As we assume that the data transfer of a task is non-preemptive, our scheduling
problem is NP-Hard as well.

All nodes are able to use the same set of interference free channels. Each channel has
the same characteristics for all nodes in the TC. Further, we assume that all channels
have the same characteristics. We also assume all nodes participating in a TC to be in
each others transmission range, thus all communication is single-hop.

Several tasks from a job, the tasks of a job might be executed on several nodes and
have dependencies between each other. Each job has a period which is inherited to the
tasks. All jobs of a TC from the set w. Jobs might share common tasks, these tasks
have the shortest period of all jobs they are participating in. Besides the period (P;),
each task T; has a maximum jitter (J;) that describes how many time-slots a task might
move between two consecutive executions. Additionally, each task T; has a maximum
age (d;;) that describes how many time-slots the task might be executed before a task (T})
depending on it. The tasks T; depends on are called its dependencies and are stored in
I';. The matrix D, with dimensions [|7| x |7|], stores the maximum age d;; and therefore
how many time-slots a task T; is allowed to be scheduled before task T;. All tasks ina TC
form the set 7. The execution time of each task is assumed to be at most one time-slot.

As we assume that the overall job of a system fails if one task is not executed in time
we do not implement priorities in our scheduling.

All tasks of all jobs in a system form a directed graph without circles. This graph
might have several entry tasks and leaf tasks. Each job in this graph forms a so called
path that might have several entry tasks but only one leaf task. Entry tasks are tasks
without dependencies, they form the set E. Leafs tasks are tasks without depended
tasks, all leaf tasks form the set L.

The number of time-slots in which the schedule is not repeated is called Hyperpe-
riod (H). It is defined as the least common multiple of all periods of jobs in w.

We differentiate between time-slot and slot, a time-slot is a certain portion of time
that has a defined start time and end time, all time-slots are of the same length. A time-
slot can inhabit multiple slots, as a slot is a time-slot on a certain network resource.
Therefore, a time-slot consists of as many slots as interference free network resources
are available. An example for interference free network resources are the channels a
communication standard defines. In a system with only one communication standard
that defines three channels, each time-slot would consist of three slots.

Two tasks are called intersecting if they have common communication partners. This
is the case if they have a direct dependency to each other, they are depending on the
same task or they have the same depending task. Intersections between tasks are stored
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in the matrix I with the dimensions [|T| X |T|].

Table 5.1 gives an overview of the symbols introduced above.

Symbol Definition

T; i-th task

T Set of all tasks in a TC

Ji Maximal jitter of T;

d; Maximal age of T;

P; Period of T;

H Hyperperiod of T

w Set of all jobs in a T'C

Wk k-th job in w

|| number of tasks in wy or its length

M Number of channels

S Schedule: stating the task executed at time-slot and channel [M X |7]]
Sij sij € S value of's gives the task to be executed at time-slot i on channel j
L Set ofall leaf tasks

E Set of all entry tasks

I Set of dependencies of T;

D Matrix of maximum number of time-slots between tasks [| 7| x ||]
I Matrix of intersections between all tasks [|7| x |7]]

Lij yj € lis1if T; and T; are intersecting, otherwise 0

N Number of all scheduled executions of all tasks

ein time-slot of nth execution of task T;

d; Distance from T; to the leaf'task of the active job

Table 5.1: Notations of Symbols

Figure 5.1 depicts an example dependency graph that consists of two jobs. The first
job has the entry task with id 5 and the leaf'task with id 0, called job 0. It consists of the
tasks: 5, 4, 3, 2 and 0. The second job has the entry task with id 5 and the leaf task with
id 1, called job1. Consisting of the tasks: 5, 4 and 1. Both of them share the common

tasks 5 and 4. The graph is executed on a network with five nodes, the color of each task

shows on which node it needs to be executed on. The arrows between tasks describe

the dependencies, where the task the arrow is pointing to is depending on the task the

arrow is pointing from, e.g. task 0 is depending on tasks.
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5.2 SCHEDULING CONSTRAINTS AND OBJECTIVES

.—’—Task Id Color of node that executes task
@ Node:
@ Node 2

Node 3

@ Node 4
Node 5

max jitter
max age

{minperiod(leaf)

Entry tasks
Task 0 depends on Task 2 O Leaf tasks

Figure 5.1: Example dependency graph with two jobs consisting in total of six task executed on

a network with five nodes.

5.2 Scheduling Constraints and Objectives

This section discusses the constraints the scheduling has to fulfill in order to generate
valid schedules.

Constraint 1 It is not allowed that two or more tasks share the same slot.

Sharing slots would lead to transmission interference and loss of data, therefore each
task needs its own slot.

Constraint 2 Tasks with a common participating node must not be executed in the same time-
slot

Constraint 2 prohibits the scheduler from scheduling two tasks at the same time that
have the same node either receiving or transmitting data. In our example from Fig-
ure 5.1 there are different tasks that can not be scheduled at the same time: task1 and
task 2 as they are executed at the same node, task 2 and task 3 as both transmit data that
is needed by task 0. By prohibiting these tasks to be scheduled at the same time, these
constraint ensures that the communication can be handled by half-duplex transceiver.

Constraint 3 All dependencies of a task must be scheduled before the depending task.

Referring to our example in Figure 5.1 this constraint ensures that, e.g,, task5 is sched-
uled before task0, task3 and task4. To be able to schedule task0 it is necessary that
task s, task 3 and task 2 are scheduled before task 0.
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Constraint 4 Each dependency of a task must be scheduled no more than its maximal age before
the task.

As most data has an age at which it becomes less usable to the requesting task, the pro-
viding task or dependency must be scheduled less than this age before the requesting
task. E.g., if the maximal age of data provided by task3 is ten time-slots, task 3 must not
be scheduled more than ten slots before task0.

Constraint 5 All depending tasks in one job must use the same execution of a common depen-
dency.

To ensure that tasks in one job use the same state of the system, it is necessary that tasks
in one job that depend on the same task are scheduled after the same execution of that
task. In our example: the job with entry task task 5 and leaftask task 0 is formed by the
task ids 5, 4, 3, 2 and 0. Constraint 5 defines that task 5 must not be scheduled between
the tasks 4, 3, 2 and 0.

Constraint 6 Each leaf task must be scheduled once in its period.

The different jobs might have different periods in which they have to be scheduled
in, the leaf task of each jobs might have a different period. Therefore, some of these
periods might differ form the hyperperiod, which is the least common multiple (LCM)
of all periods. To fulfill the requirements of all jobs, the leaf might have be scheduled
multiple times in one schedule. Together the Constraints 3 to 6 ensure that each job
is executed the right amount of times per hyperperiod and all tasks in the jobs are
executed in the right order.

Constraint 7 Two consecutive periods of the same task must not exceed the defined jitter bound
for this task.

As described in Section 5.1, each task has a jitter bound that must not be exceeded.
Therefore, Constraint 7 ensures that the period of a task does not vary more than its
jitter bound. E.g,, the scheduled period of a task with the defined period of five slots
and a maximal jitter of two slots could be decreased to three slots or increased to seven
slots. But two consecutive periods of that task may not vary more than two slots, thus,
a period change from three slots to seven is not allowed.
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5.3 RELATED WORK

A scheduler that enforces all the Constraints 1 to 7 will generate schedules applica-
ble to a system described in chapter 2. To be able to adapt to topology changes, the
scheduler needs to follow one more constraint:

Constraint 8 The difference between the last period in the old schedule and the first period in
the new schedule of a task must not exceed the defined jitter bound for this task.

If'this constraint is followed the network can switch its schedule to the new one without
breaking any real-time constraints.

To make the operation of a network reliable the schedule stability should be max-
imized. This is especially important when existing schedules need to be adapted to
changes in the topology or taskset of a network. Increasing the schedule stability re-
duces the complexity of switching the schedules and therefore reduces the probabil-
ity of failures while switching. Therefore, we formulate the general objective for the
scheduling as following:

Objective 1 Time-slot changes between periods of tasks should be minimized.

5.3 Related Work

Real-time scheduling is a vast topic, especially if the scope is widened to real-time mul-
tiprocessor scheduling. To keep this section of reasonable size we focus on the most
applicable related work.

Conflict-aware Least Laxity First (C-LLF) was proposed by Saifullah et al. to schedule
WirelessHART (WirelessHART) networks[44]. It is designed for wireless real-time net-
works with changing topologies. The priority of a transmission is determined by the
time between it is released and its deadline and the number of conflicting transmis-
sions in this time. The highest priority is given to the task with the highest number of
conflicting transmissions and the shortest time between release and deadline. C-LLF
needs the release time of each transmission prior to scheduling, this is not possible in
systems where the release time of a transmission depends on a task that has depen-
dencies. As it is unknown when a dependency is scheduled, the release time of the
depended transmission is also unknown. Therefore, C-LLF is not applicable for the
problem described in Section 5.1.

Another application of wireless real-time networks with changing topologies are LTE
networks. Shakkottai and Stolyar introduced an algorithm to schedule a mixture of real-
time and non-real-time traffic in LTE networks[46]. At each time-slot the algorithm
calculates which of the packets in the transmission queue has the shortest deadline
and schedules this packet into the slot at a certain channel. This done by the eNode-B
for each transmission time interval which consists of multiple time-slots. The schedule
determined in this manner is only valid for the down-link traffic from the eNode-B to
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the user equipment. This technique is only possible, as the eNode-B bufters all down-
link traffic. In a network such as in Section 5.1 there is not one central instance as the
eNode-B that buffers all the traffic.

Wang et al. propose a two staged approach to adaptive scheduling in train communi-
cation networks[54]. These networks are often time-triggered and need to handle rapid
topology changes in cases where two trains are coupled or decoupled. The first stage is
the offline scheduling, it generates schedules for the whole train. The second stage is
called online stage, it derives the schedule for the parts of the train during the coupling
and decoupling process. A two staged design seems applicable to our system as we also
expect rapid topology changes when two TCs need to be merged. On the other hand
the characteristics of the network described by Wang et al. are in great contrast to our
application. The authors describe train networks as strictly hierarchical multicluster
networks with wired connections. Further, the approach does not have a concept of
dependencies between different data flows.

A novel approach on how to close feedback control over wireless links is proposed by
Baumann et al.[s]. They propose a system that reduces the communication between
different parts of a distributed feedback controller. The reduction is achieved by a
co-design called control-guided communication. Control-guided means that the con-
troller tells the communication part of the system its communication demands ahead
of time. The communication demand is decreased by a controller that estimates values
in between communication. To benefit from the decreased communication demands
the schedule needs to reschedule the communication frequently. Therefore, Baumann
et al. choose an online scheduling approach. Like the other approaches this approach
also lacks a concept of dependencies between tasks.

As the approaches discussed above do lack the ability to handle dependencies the
scope is widened to scheduling in operations research. In assembly lines dependencies
are very common and therefore scheduling approaches in this domain need to han-
dle them from the beginning. The algorithm proposed by Hu forms Directed Acyclic
Graphs (DAG) from a given set of tasks[20]. In these DAGs each node represents a task
and each directed edge represents a dependency. The author assumes an assembly line
with a number of equally skilled workers, each of this workers is able to fulfill one task
at a time. The task have a predefined order in which they have to be fulfilled, the goal is
to find the sequence of tasks for each worker that needs the shortest time to complete
all tasks of the given set. To clarify why this is applicable to the challenges stated in
Section 5.1 let the equally skilled worker be equally good channels and the predefined
order gives a set of dependencies between tasks. This gives a model of a system which
is quite close to the one we depicted above. However, a difference between our use case
and assembly line scheduling is, that there is no concept of tasks that cannot be exe-
cuted at the same time because of common child tasks. Further, the tasks in Hu’s model
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have no deadline and the goal is to finish as fast as possible, in contrast our goal is to
meet the deadline of all task.

Each of the scheduling concepts mentioned addresses a part of the problem stated
in Section 5.1. However, each one is missing some key features needed to fulfill the
requirements for scheduling algorithms as they are needed in this work. Some of the
solutions used in the following two approaches are inspired by the discussed concepts.

5.4 Mixed Integer Linear Programming Approach

In this section we introduce an approach to solve the problem described in Section 5.1
based on a MILP model. First we introduce the model for a decision problem that
generates valid schedules regarding to the assumptions discussed in Section 5.1. Af-
terwards, we describe the constraints needed by the model to generate valid schedules.
Then we introduce the objective that minimizes the jitter.

To ease the modeling we extend the schedule S by a third dimension which is the
dimension of tasks in 7, the resulting Matrix is called A. Thus, the three dimensions
of A are, (i) the considered task in 7, (ii) the channels and (iii) the time-slots. A has the
dimensions || x M x H and is defined as followed:

Vags € A:a € {0,1} (5.1)

Where T is the task, c is the channel and ¢ is the time-slot.

1, iftask T is scheduled in channel ¢ at time-slot ¢ (5.2)
ATet = . ) . . 5-2
0, iftask T is not scheduled in channel ¢ at time-slot ¢
Slotq Sloty Sloty
o 11 )12 UH1H |Channel,
/,// IZ‘T|21 11‘7‘22 /'/;’/ tZ|T‘2H Channel,
-7 az11 az12 : /ﬂle a|T‘M2 alT‘MH Channely,
M M ayp | 922H = Taskp
a1 412 a2y -
A= ”
: : aoMH | -7
aimi _a1m2 A1MH _ -~ Tasky
AN e
Task,

Task-Id Channel-Id Slot-Id

tasks.

Figure 5.2: Graphical representation of the MILP-schedule A with H slots, M channels and |7]|
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Figure 5.2 depicts the schedule used as a decision variable in the MILP-model. The
layers represent the different tasks, the rows represent the channels and the columns
represent the time-slots. In the following the constraints of the MILP-model are dis-
cussed in detail.

5.4.1 Constraints
MILP-Constraint 1 Every slot (timeslot and channel) must at most have one scheduled task

Y apt <1 VeeN:1<c<M, VteN:1<t<H
Tet

MILP-Constraint 1 guarantees that there are no direct collisions between tasks in the
same time-slot and the same channel and therefore implements Constraint 1.

MILP-Constraint 2 Tasks with common participating node must not be executed in the same

time-slot
M M
(lUT X Zam)—i—(un X Zallct) <1 VteN:1<t<H, VU, TerTt
c=1 c=1

As task that have an intersection in their sets of nodes they are communication with
must not be scheduled in one time-slot, MILP-Constraint 2 takes the sum of all sched-
uled distributions of the interfering tasks T and U in a time-slot f over all channels
1 < ¢ < M. This sum has to be less or equal one for all time-slots and all interfer-
ing pairs of tasks. Whether tasks T and U are interfering is determined from matrix [
at position UT. It is the implementation of Constraint 2. The matrix I is defined by
Equation (5.3) and Equation (5.4).

Yigr € I:1€{0,1} (5:3)
Where T and U are tasks in 7.
{1, if task T and U have common communication partners
lur =

0, iftask T'and U do not have common communication partners

MILP-Constraint 3 All dependencies U of task T must be scheduled before T within the min-
imum of P; or t — dy; time-slots

max(1;t) M M
) Y aui =) apy VteN:1<t<H VUely, VTet
i=max(1;t—dy; |t/ Pr] xPr) c=1 c=1

MILP-Constraint 3 ensures that all dependencies I'r to a task T are executed at least as
often as the depended task T. It sums up all scheduled executions of a dependency U
in the P; slots and channels before T is scheduled and ensures that this sum is larger
than the sum of the scheduled executions of T in time-slot f. This guarantees that
Constraints 3 and 4 are enforced.
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MILP-Constraint 4 Each leaf task must be scheduled once per its period

pXPT M H
) Y are =1 VpEINzlgpgp—,VTET
t=max(1;(p—1)xPr c=1 T

To ensure that each job is executed once in its period (Constraint 6), MILP-Constraint 4
sums up all executions of task T during all possible periods and ensures the sum is
always one for all tasks.

MILP-Constraint 5 Execution of a T must be scheduled in its jitter bounds

max(L;t—Pr+Jr) M M
) Y ari>) apy VteN:1<t<H VTet
i=max(1;t—Pr—Jr) c=1 c=1

As atask T scheduled outside its jitter bound 1 could harm the operation of the system
(Constraint 7), MILP-Constraint 5 prohibits that. Therefore it checks whether there is
an execution of T scheduled in the jitter bound 4] one period Pr before the current
execution.

The following MILP-Constraints 6 to 8 ensure that all tasks of one job use the same
execution of a common dependency (Constraint 5). Referring to the graphs in Figure 5.3
they ensure that task 0, task 3 and task 4 all use the same execution of task 5. That means,
task 5 must not be scheduled between taskO0, task3 and task4. This might happen, as
jobs can share certain tasks and the periods of some dependencies might be smaller
than the period of the job and the depending task.

As an example, let job 0 have a period of ten slots and job 1 a period of five slots. With
the constraints MILP-Constraints 1 to 5 there is nothing that prohibits to schedule the
tasks 4 and 5 a second time in between the scheduled executions of task3 and 0. Doing
so could cause task 0 to operate on different data than task3s.

To cope with this we need to introduce a few more variables. Let 7,1, be the set of
tasks between the entry task T, of'a job and its leaf task T; with the same period as T;.

For the example above (5p would consist of the tasks 3, 2, 0.

On contrast let Q1,7 be the tasks of the job that have a shorter period than T,. Again,
for the example that would mean ()5 consists of the tasks 5 and 4.
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Figure 5.3: (a) shows the subgraph of job o and (b) shows the subgraph of job1.

MILP-Constraint 6 o7,7, is the sum of all executions of all tasks in Q1,7
1,1, is the sum of all executions of all tasks in Q. T,

M min(i+Pr,H)

orn, = Y. Y, Z ar; VtEN:1<t<HNVT,€E VT, €L
TEQTET[ =1

M min(i+Pr,H)
orn, = Y. ), 2 ari VtEN:1<t<HVT,€E VI;€L
TEQT@TI =1

MILP-Constraint 6 is only needed to give p7,1, and ¢7,7, a value that indicates how many
tasks of Qr,7, and ()TeTl are scheduled in one period of T;.

MILP-Constraint 7 If the complete path or non of its tasks is scheduled then pr,1, and pr,T,
are 1. If only parts are scheduled p1,1, and pr,1, are 0.

01,1, = ‘QTeTz‘ X pr»Tl VT, € E, VT[ el
pTeTl = |()T6Tl| X f:jTeTl VTe € E, VT[ €L

pr,1, and gr,7, are used in MILP-Constraint 7 to determine whether all task in Qr,7, or
respectively ()TET, are scheduled. That is necessary as tasks in ()TETI might be scheduled
independently but tasks in (37,7, must not be scheduled without the tasks in (V)TeT,. This
is ensured by MILP-Constraint 8

MILP-Constraint 8 The QTET, might be scheduled alone but Q1,7, must not
éTeTl > pTeTz VT, € E, VT] €L

Together the MILP-Constraints 1 to 8 define a model for the decision problem. This
model is able to generate valid schedules in A.
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5.4.2 Objectives

The objective of our model is to minimize the jitter between executions ofa task. Mini-
mizing the jitter in feedback loops is one of more obvious optimizations for a schedul-
ing. This is due to the fact, that jitter leads to a bigger error in timing of the control
task and therefore to larger error in the controlled process.

Minimizing the jitter in the model described above is challenging, as it lacks a con-
cept of how many slot are between different executions of a task. To mitigate this, we
minimize the number of tasks that change their relative time-slot in different periods
of their job. With this optimization we additionally increase the schedule stability. The
schedule stability gives a measure how much a schedule changes between periods.

MILP-Objective 1 Minimize the number of tasks changing slots between their periods

)

To evaluate the effectiveness of MILP-Objective 1 we scheduled the same set of 130000
tasksets once with MILP-Objective 1 and once without any objective. These tasksets
were randomly generated under certain constraints. We defined five different hyperpe-
riod lengths (8, 12, 16, 25, 35), four different numbers of dependencies between the tasks
(9,12, 16, 24) and three different numbers of jobs (1 ,3,6), the number of tasks were eight
or twelve. In Figure 5.4 the jitter for the two different objectives is shown. “None” refers

1 H—Pr
Minimize : — X
Nl L
et t=1

M M
E aTet — Z ATe(t+Pr)
c=1 c=1

%
)

Jitter [slots]

Propability
(=]
=

<
=~
L

1 0.2
* —— None
— Jitt
01 v 0.0 Jitter
None Jitter 0 1 2 3

Objective Jitter [slots]

(@) (b)

Figure 5.4: (a) mean, maximum and minimum jitter over all scheduled tasksets for the two ob-
jectives, “None” for no objective and “Jitter” for MILP-Objective 1. (b) depicts the
Cumulative Distribution Function (CDF) of the jitter for both objectives.

to the results scheduled without any ojective, “Jitter” refers to the jitter in the schedules
optimizes to a minimum jitter by MILP-Objective 1. The jitter shown in Figure 5.4 is
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calculated using Equation (5.5), it is the mean of the mean jitter of all tasks scheduled
in the schedule.

H/P
Y, 4 ! (eri—er1) mod Pr
ZTGT Z

H M
It;IIZM - (5:5)

jitter =

As Figure 5.4a shows MILP-Objective 1 reduces the mean jitter to almost zero. The
maximum jitter is also reduced. Together with the CDF depicted in Figure 5.4b this
shows that mILP-Objective 1 reduces the jitter for almost all tasksets.

As an objective cannot harm the performance, in terms of schedulablility, of our
MILP-model, we use the MILP-Objective 1 for all further evaluations if not stated oth-
erwise.

5.4.3 Adapting Schedules

This section discusses one of the key contributions of this chapter, the adaptation of
existing schedules to changes in the topology of the network or in the taskset. The
adaptation needs to be done without harming the real-time requirements of jobs which
are present in the existing schedule. Constraint 8 formulates this complex goal in a very
brief way.

To achieve the goal of adapting schedules, several steps are needed in preparation.
First the tasksets of the old schedule and the new tasks need to be merged. The new
tasks can either be a second taskset of another TC or tasks of new job added to the
existing TC. In this work we focus on the first case, where two T'Cs need to be merged
into one. We consider this as the more complex case, as adding a new job is the same,
despite the fact that the new job does not have the restrictions of an old schedule. While
joining the tasksets (7; and 1), task-ids must be kept unique throughout the new taskset
7'. The new hyperperiod H’ is the LCM of all periods in 7.

In the second step the two schedules (A1 and Aj;) are merged into one schedule C
that violates Constraint 1. Thus, tasks of both networks might share one time-slot on
the same channel. As C is never to be executed, this does not cause any harm to the
networks. C is used in MILP-Constraint 9 in addition to MILP-Constraints 1 to 8 to
generate the new, combined schedule A’ that respects the Constraints 1 to 8.

MILP-Constraint 9 The timeslot of taskT must not differ more than J1 from C to A’, changes
of channels are ignored

t+jr M M
Y Y > Yo VE<H,VTer
j=t=Jr c=1 c=1

Together with MILP-Constraint 9 we introduce the new MILP-Objective 2 that min-
imizes the amount of tasks that are shifted to other time-slots between C and A’. Thus,
the schedule stability is maximized.
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MILP-Objective 2 Minimize time-slot allocation changes from C to A’

H M M
Maximize : Y Y (Y apy x Y erer)
c=1

Tet' t=1 c=1

By multiplying the sum of all channels for a certain time-slot and a certain task in
the new schedule with the sum of the channels of the same task and time slot in the
combined schedule, we get one for each task that was not move and zero for each task
that was moved. As each task can at most be scheduled once per time-slot the result
of this multiplication can only have the two values, one and zero. By summing this
result up over all tasks and time-slots, we get the number of the unchanged time-slot
allocations. As we maximize this value, the schedule stability is maximized and the jitter
is minimized.

5.5 Evaluation of Computational Complexity

As stated in Section 5.1 multi-channel real-time scheduling is NP-Hard. Therefore, it is
important to evaluate whether the formulated MILP-Model can be solved in a reason-
able time according to the use case. Besides that we will also investigate what parameters
influence the time it takes to solve the MILP-Model.

As the first parameter we evaluated the number of slots in a hyperperiod. We sched-
uled more than 160,000 different tasksets with five different hyperperiods: 8, 12, 16, 25
and 35 slots on an Intel Xeon W-2195 CPU. The tasksets are the same as in Section 5.4.2.
The time used to solve the model varies from 0.07 s to more than 600 s. Figure 5.5 shows
the CDF of the five different hyperperiods. The right graph shows only the range from
zero to ten seconds of the left graph to show more details. As expected, a longer hyper-
period leads to a longer solve-time, this is due to the larger solution space. The dots
in both graphs mark the maximum solve-time. Even though some tasksets need over
600 s the majority is scheduled in less than 3s.

As a second parameter we evaluated the influence of the number of dependencies
in a taskset. To mitigate the influence of the hyperperiod length we only evaluate the
solve-time of tasksets with 35 slots. Figure 5.6 shows the CDF for 9, 12, 16, and 24 de-
pendencies, all together it shows 76000 tasksets. As the model gets more complex with
more dependencies the solve-time increases as well.

To determine how TCs with multiple jobs would be handled in contrast to TCs with
just one job, we evaluated the solve-time of tasksets with a hyperperiod of 35 slots and
16 dependencies. These roughly 20000 tasksets have either 1, 3 or 6 jobs. Figure 5.7
shows that a taskset with more complex jobs and more dependencies, takes longer to
be scheduled than an easier one. As the number of tasks in all scheduled tasksets in
this evaluation was the same, the most complex jobs were in the tasksets whit only one
job. Therefore, these took the longest to be scheduled followed by three and then six
jobs.
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Figure 5.5: Impact of different hyperperiod length to the time needed to solve the schedule,
shown as CDF

5.5.1 Applicability to Embedded Devices

As most CPSs consist of embedded devices with far less computation power than our
Intel Xeon W-2195 (fast CPU), we assume the solve-time to be higher. To support this as-
sumption, we used our 10 years old Intel Xeon E5520 (slow CPU) to schedule all tasksets
with hyperperiod of 35. The results for the median solve-time are not that different:
5.5s for the slow CPU and 4.5 s for the fast CPU. However, the mean and absolute max-
imum solve-times differ a lot: the fast CPU needs a mean solve-time of 11.7s and a
absolute maximum of 621 s, the slow CPU needs 72.3 s in mean and 14 332 s at absolute
maximum. In Figure 5.8 we depicted all solve-times, the left figure shows all outliers,
the left one is zoomed to 15 s to make the details visible. The left figure shows that the
vast majority of tasksets in scheduled in less than 14 s, even with the slow CPU.

This huge variety in the solve-times is a problem considering real-time applications.
Even if'the scheduling has no hard time constraints, waiting up to 600 s or even 14 000 s
for a schedule is unrealistic in most applications. Especially in cases where two mobile
TCs need to be merged, here both TCs would have to stop and wait until the new sched-
ule is calculated. Even more pressing is the issue that the decision whether it is possible
to merge two tasksets also takes that long. Therefore, a way to calculate schedules in a
more predictable time is necessary.

In Section 5.6 we formulate a hypothesis on the adaptability of schedules and validate
it to get better insight on how to design an algorithm suitable for the described problem.
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Figure 5.6: Impact of different numbers of dependencies to the time needed to solve the sched-
ule, shown as CDF

5.6 Hypothesis on Adaptability of Schedules

In most scheduling applications it is preferable to schedule all tasks as dense as possible.
So the taskset can be scheduled more often in the same amount of time or the executing
machines can sleep or take other jobs. In a system where jobs have a defined period
there is no need to schedule all task as dense as possible. In contrast, it might have
advantages to schedule tasks as sparse as possible. That means, free slots are more
uniformly distributed throughout the hyperperiod.

This is especially advantageous if adaptations are taken into consideration. Having
free slots throughout the hyperperiod means, that tasks in a merged schedule must
not be shifted to time-slots as far as in a dense schedule. Figure 5.9a depicts two dense
schedules S; and Sy, Sq has the tasks A; to A3 and Sy the tasks By to Bs. The merged
schedule Sp, contains all tasks. In this example, in the separate schedules S; and S»,
all tasks are scheduled very densely in the first three of the six time-slots. To merge S;
and S, the tasks are shifted into other time-slots. B3 has to be shifted three time-slot,
therefore Ag, is 3.

Figure 5.9b on the other hand shows two sparse schedules that also contain three
tasks in six time-slots. In contrast to the schedules in Figure 5.9a, this time the tasks
are distributed equally over the six time-slots. To merge the schedules all tasks of S,
have to be shifted only by one time-slot, therefore Ag, is 1.

Figure 5.9 shows the two extreme cases but they illustrate why it might be a good idea
to spread the tasks throughout the whole hyperperiod. In the following we introduce
our metric for the degree of distribution and investigate under which circumstances
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Figure 5.7: Impact of different numbers of jobs to the time needed to solve the schedule, shown
as CDF

the hypothesis, that pairs of schedules which have a higher distribution are more likely
to be combinable, is true.

5.6.1 Task Distribution
21{{:1 Xt
Z{il 2?4:1 Y.Ter AtcT

Equation (5.6) gives the distribution as a normalized function of number of used time-

(5:6)

Distribution =

slots to unused time-slots divided by the number of all scheduled executions of all
tasks. Where x; indicates an unused time-slot following an used time-slot, as described
in Equation (5.7).

1, iftime-slott — 1 is used and time-slot t is unused
P = 1<t<H (57)

0, iftime-slott — 1isunused or time-slot f is used

A time-slot is called used if there is a task scheduled on at least one channel.

5.6.2 Validity of the Hypothesis

To validate whether the hypothesis is true we generated pairs of two schedules for two
different tasksets of similar form, in terms of hyperperiod length, number ofjobs, num-
ber of dependencies, etc. The distribution of a pair lies between zero and two, as it is
the sum of the distribution of both schedules. These pairs were than rescheduled using
the MILP-model with MILP-Constraint 9 and MILP-Objective 2 enabled. Figure 5.10
shows that pairs with a higher distribution are much more likely to be schedulable than
pairs with a lower distribution.
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Figure 5.8: Comparison of two different CPUs and their scheduling performance

5.7 Heuristic Approach

As we have shown in Section 5.6 schedules with higher distribution can be merged more
easily. Therefore, we propose an algorithm that has three main goals, 1. maximize the
distribution, 2. minimize the jitter of tasks and 3. minimize the number of executions
of each task. These three goals have to be united with the need for an algorithm that
calculates schedules in a more predictable time than the MILP-model.

In general the algorithm schedules a whole job before it starts to schedule the next
job. It starts with the job that has the longest path from the entry to the leaf task and
continuous with the next longest job until all jobs are scheduled. We call the job that
is currently scheduled active.

Within a job the scheduler starts with the leaftask and places it in the latest possible
slot, this way the number of slots to schedule the rest of the jobs is maximized. The slot
to schedule the leaf task for the k-th subperiod is calculated by utilizing Equation (5.8).
A subperiod is one period of a job, its length is always a divider of the hyperperiod.

tl,k =k X Pl (58)

As slots might be occupied by tasks which were scheduled prior to the current one, we
introduce two solutions to choose another slot in which the current task is scheduled.
One of them chooses to use other channels before moving to other time-slots. This
should lead to a small jitter, as more task are scheduled in the calculated time-slot. The
other one prefers to use other time-slots first and only uses different channels if no
time-slot in the allowed jitter bound is free. This should be beneficial if TCs need to
be merged. In this case the T'Cs can simply use another channel and most conflicts are
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Figure 5.9: Examples of a dense schedules and a sparse schedules.

resolved. These solutions are described in more detail in Section 5.7.3 and Section 5.7.4.
After a free slot is found, this slot in the two dimensional array S is marked occupied
with the task. The dimensions of S are given by the number of channels M and length
of the hyperperiod H.

After the leaf task is scheduled the algorithm uses the so called backward equation
to find the slot for the dependencies of the leaf'task, this equation is explained in more
detail in Section 5.7.1. The backward equation maximizes the distance of the execution
between the scheduled task and other dependencies but also between the dependency
and its dependencies. This process is repeated until all entry tasks of'a job are sched-
uled.

As it might occur that several jobs have common tasks, the backward equation would
schedule a common task twice although an already scheduled execution of that task
could be used to schedule the rest of the job. Therefore, the algorithm searches the
schedule whether there are tasks of the active job scheduled in a certain range of slots.
If such a task is found, the algorithm uses this execution and schedules the rest of the
active job in the direction from that execution to the leaftask using the so called forward
equations, described in Section 5.7.2.

While the scheduler is following the dependencies of tasks it might face tasks that
have multiple dependencies or multiple tasks that depend on a task. In both cases the
scheduler needs to decide in which order these task should be scheduled. We have two
different approaches to this issue: the first one orders the task by ascending maximal
age. We call this approach age first. The idea is to schedule the task first that have a
smaller range of time-slots in which they can be scheduled.
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The second approach is, to sort the tasks by ascending maximal jitter. This guaran-
tees that the tasks with the hardest jitter constraints are scheduled first. We call this
approach jitter first. Both approaches will be compared in the evaluation Section 5.8. In
Figure 5.11 we depicted the flow-graph of the algorithm described above.

5.7.1 Backward Equation

The Backward Equation (5.9) gives a time-slot in which the task should be scheduled,
based on the execution time-slot of the tasks that are depending on the task to be sched-
uled. k gives the subperiod which is currently to be scheduled, T is the child (dependent
task) of'a task and T}, is the parent (dependency) of a task. Equation (5.9) needs a special
case for the first subperiod k = 1. This is simply because in this case there is no prior
execution of this tasks, so its time-slot can not be taken into the equation.

(tc,k - 1)

— mi if k=1
o tek mm(L|wi| —(SpJ’d”)’ if k
pk— . tc,k - tc,kfl -1 . <59)
tclk—mln(ij,dp), lf‘ZSkSH/Pl
1

With |w;| — 6, we calculate how many tasks of the job we have to schedule until the
leaf task is reached. The divided t.; — 1 or t.x — t.x_1 — 1 gives the number of slots
left in the subperiod. The division of both gives a time-slot for the parent that has the
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Figure 5.11: Flowchart of the discussed scheduling algorithm
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maximal distance to the child but still leaves enough time-slots to schedule its parents.
As the time-slot calculated this way might have a larger distance to the child than the
maximal age of the parent the minimum of the division and the maximal age is taken.

Ifthe calculated time-slot is occupied, an alternative is selected applying the solutions
from Section 5.7.3 or Section 5.7.4.

5.7.2 Forward Equation

Jobs in a taskset might have tasks in common, an example is depicted in Figure 5.12.
In the example the jobs with the leaf task T; and T, have the common task Ti,,. This

Figure 5.12: Jobs with common tasks

fact can be used to reduce the total number of task executions in a schedule. To do
so we need to find these common tasks in the schedule and decide whether the found
execution of such a common task fulfills the timing requirements of the child task
that is to be scheduled based on the common task. Therefore, the algorithm defines a
range of time-slots in which the execution of a common task has to be located in order
to use it. The lower bound of this range Lower ,,, ; for the k-th subperiod of Ty, is
defined as the maximum of three values: first, the execution time-slot of’its child task
in the k — 1-th subperiod. This guarantees that the order of executions is not altered for
prior subperiods. The second value is the time-slot of T,,,s execution in the k — 1-th
subperiod on which the period of the leaf task of the active job P; is added. To be able
to use extra time-slots the maximal jitter ], is subtracted. The last value is the end of
the current subperiod k x P, to make use of allowed jitter J; is subtracted as well as the

sum of all maximal ages of the tasks from the common task to the leaf task Zﬁ;gom d;.
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Thus, Lower oy, i is defined as follows:

-1
Lower o = max(teg—1 + 1 teomp—1 + P — Jeom k X Pr— 1 — Y d) (5.10)
1=com

The upper bound of the range is defined as the minimum two values: t; y — dcor, Where

tix = k X P+ J1, which gives the last slot far enough for the end of the subperiod to

schedule all tasks between T,,,, and the leaf task, and where 6., is the distance T,y

and T;. The second value is the period of the leaf task P; and maximal jitter of Teo
added to the time-slot of the last execution of T,y,;;.

Uppercomr = mi”(tl,k — Ocoms teomk—1+ P+ Jeom) (5-11>

As there are the corner cases of the first and last subperiod, the range in which the
algorithm searches for T,,,, is defined as following:

[lwi| = bcom, k X Pr+ Ji = Scom] ifk=1
-1
[max(tep—1+1, teomp—1+ Pr — Jeom b X Pr —J; — z':;m d;), if1<k<H/D,
Feom € min(k x P+ J; — Scoms teomp—1 + P + ]iom))]
[max(tex—1+1, teomp—1 + P — Jeom, k X Py — J; — i:%;m d;), k= H/P,
min (teomk—1+ Pr + Jeom, H — dcom)]
(5.12)

In the last subperiod the algorithm must take care not to search outside or too close to
the border of the hyperperiod, therefore Upper o, i limits at H — cop-

Ifan execution of T¢,,, was found in the range defined by Equation (5.12) the scheduler
uses Equation (5.13) to calculate the time-slot in which the child T, of Ty should be

executed.
. min(k x Pl,t k —tyk ,
ty x4+ min(| ( (5:’ a) 1,dp) Ty = Teomand k < H/ P, )
bk = kxDP—t >-13
by + min(| ———L% | ,d,) else

Op

As Equation (5.13) describes the k-th execution of T, is scheduled after the k-th execution
of T), but before the k + 1-th execution of T,,. Therefore, the execution order defined in
the taskset is respected. The other limiting factor for the forward equation is the max-
imal age d), of Ty, the child must be scheduled before d), otherwise the data produced
by T}, is useless. As for the backward equation it is possible that ¢, is already occupied,
strategies to handle such situations are described in Section 5.7.3 and Section 5.7.4.
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5.7.3 Time First Shifting

In the sections above we described how the algorithm determines in which time-slot a
task should be scheduled. Ifthis slot is occupied on one channel the algorithm needs to
find another slot either on another channel or at another time. This section describes
a solution to this challenge, that tries to find another time-slot before it uses other
channels. Figure 5.13 shows an example where a task T; is supposed to be scheduled
in t;; which is occupied by the task T;. As the algorithm normally schedules the tasks

channel 4
5.Search
z.Selarch | 1.Se|arch
f : f
2 NN
1 VT Y X

|
:t/ower ti,k -1 ti,k ti,k +1 tupperi
1 1

time

]

| |
i |
! Jitter Bound !

Figure 5.13: Example how the time first shifting reacts if'a slot is occupied

from the leaf'to the entry task and thus from right to left in the example, the algorithm
first tries to put T; into t;; + 1 on the same channel. This is the time-slot next to ¢,
on the right, by going right first the algorithm leaves potentially more space where the
yet unscheduled tasks need to be scheduled. If't;; 4+ 1 would be occupied as well the
algorithm would go to t; y — 1 and not ¢; ; + 2 to minimize the jitter. After all slots in the
jitter bound of T; are tested and found occupied the algorithm would test t; ; at another
channel (5. search in Figure 5.13) and repeat the same search pattern ifit is occupied as
well. Another reason not to take t;; on the second channel would be that T; and T; are
interfering tasks, in this case this slot would be handled as occupied.

In this mode the algorithm tries to fit all tasks on one channel. This is done under
the hypothesis that two schedules that use one channel primarily are easier to merge,
as one of the schedules could be shifted to another channel and most of the conflicts
would be resolved.

5.7.4 Channel First Shifting

This mode of the algorithm solves the same issue as the one described in Section 5.7.3
but by using all available channels before shifting the execution of T; in time. Figure 5.14
shows the same situation as Figure 5.13 but in this mode the algorithm tries to schedule
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T; on channel 2 in t;  as its first option. After all channels, in the example two, are found
occupied for t; the algorithm would try then all channels at ¢;; + 1. The pattern the
algorithm walks through the time-slots is the same as described in Section 5.7.3. This

1.Search
channel A |
5.Search |
\ I 2.Search

N\ | |

2 NV

|

1 Tj v

tower tik=1 Yk tik+ 1tupper )
time

Jitter Bound

Figure 5.14: Example how the time channel shifting reacts if'a slot is occupied

mode has the advantages that it minimizes the jitter in the schedule and that it poten-
tially leaves more time-slot entirely empty. Having time-slots empty on all channels
might be of advantage when two schedules need to be merged, as tasks can be shifted
there to make room for tasks that can not be shifted due to stricter jitter bounds.

In Section 5.8 we will evaluate the proposed shifting mechanisms.

5.7.5 Schedule adaption

To adapt a schedule to changes in the taskset or the network’s topology, we use the same
method as described in Section 5.4.3 to merge tasksets. After the tasksets are merged,
the same algorithm is used to generate the new schedule.

The result of the backward Equation (5.9) has no dependencies to tasks outside of
the active job, therefore it will not changes unless the job is changed which resultsin a
new job. Thus, the backward equation does not harm the real-time requirements while
adapting schedules.

The search range definition Equation (5.12) for k = 1 sets the upper search bound to
k x Py + J; — dcom, and the lower bound to |w;| — dcom- As the results are not effected by
any task outside the job, it will not harm real-time requirements during adaption. For
all subperiods where k > 1, the search box is limited by the previous subperiod, that
means that no subperiod with k > 1 could harm the real-time requirements of a task if
the first subperiod did not harm them. The same is true for the forward Equation (5.13)
as it is not effected by tasks outside the job.

As discussed the calculations of the time-slots cannot give results outside the jitter
bound and the shifting methods described in Section 5.7.3 and Section 5.7.4 do not shift
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further than the allowed jitter. Thus, no task can be effected by a jitter more than the
allowed one during schedule changes. Therefore, the same algorithm can be used to
schedule a TC initially and to adapt its schedule to new topologies or tasksets.

5.8 Evaluation

In this section we evaluate the algorithm discussed in Section 5.7 and compare it with
the results of the MILP-model introduced in Section 5.4. First we show that the pre-
sented algorithm has a much more predictable execution time than the MILP-model.
Afterwards we compare the different approaches in terms of jitter and the percentage
of scheduleable tasksets. In Table 5.2 we list the short names used to distinguish the
different modes of the algorithm in this section.

Table 5.2: The four different modes of the scheduling algorithm

Approach Sort tasks on same level by Mode
Age Fi
Time First Shifting ) g¢ I?St (0, 0)
Jitter First (0,1)
Age First
Channel First Shifting ) 8¢ I?S (1,0)
Jitter First (1,1)

5.8.1 Computational Complexity Comparison

Figures 5.15 and 5.16 show the comparison of the time needed to schedule tasksets with a
hyperperiod of 8, 12, 16, 25 and 35 slot with the proposed algorithm and the MILP-model.
The dotted lines represent the MILP-model and solid lines the heuristic algorithm, the
maximum solve time is marked with a diamond for the MILP-model and a dot for the
algorithm. As the results for the MILP-model are discussed in Section 5.5, Figures 5.15
and 5.16 are zoomed to a five seconds range to see the algorithm’s results in detail.
The results for the four different modes are very similar, therefore we only discuss the
results of the time first shifting and age first mode [0, 0]. Figure 5.15a shows that the solve
times of the algorithm are much closer to each other and, thus, are much less influenced
by the length of the hyperperiod. With the vast majority of tasksets scheduled in less
than one second, the algorithm is much more likely to finish scheduling in time even
on embedded devices. Nevertheless, for short hyperperiods the MILP-model is faster,
that suggests that there is room for optimizations, at least in the implementation of the
algorithm.

5.8.2 Influence of Taskset Parameters to Scheduling Success

To determine under which conditions the algorithm is able to schedule what percent-
age of the tasksets we evaluated four parameters: hyperperiod length, number of nodes
in a TC, number of dependencies and number of jobs. As not all of our test tasksets
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Figure 5.15: Influence of hyperperiod length on the schedulability, comparing the four algo-
rithm modes and the MILP-model. For three jobs, nine dependencies and twelve
nodes for the two time first shifting modes

are schedulable, we compare the percentages of the heuristic-based algorithm with the
results using the MILP-model. Figure 5.17 shows the influence the hyperperiod length
has, for the hyperperiods 24 and 35slots. In both cases the channel first shifting performs
better than the time first shifting, especially in the case of'35slots. It is able to schedule
over 9o% of the tasksets. The order in which tasks are chosen to be scheduled does not
seem to have a big influence on whether a taskset is schedulable or not. In general, the
hyperperiod length does not have a large impact on the performance of the algorithm.

A bigger influence is caused by the number of nodes in a TC, as shown in Figure 5.18.
In general the results show that a taskset, with all the same parameters except for the
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Figure 5.16: Influence of hyperperiod length on the schedulability, comparing the four algo-
rithm modes and the MILP-model. For three jobs, nine dependencies and twelve
nodes for the two channel first shifting modes

number of nodes, is harder to schedule if less nodes are in the TC. This is due to the
fact that in such tasksets there are more intersecting task which makes it more likely
that a taskset is unschedulable. Therefore, the algorithm mode should be compared to
the MILP-model. This comparison still shows that the algorithms performance deteri-
orates if fewer nodes are in a TC. The results of this evaluation confirm the assumption
further that channel first shifting is the superior mode. They also give rise to the assump-
tion that the algorithm is strongly effected by the number of dependencies.

To confirm the assumption we evaluated the performance of the algorithm on tasksets
with the same parameters except for the number of dependencies. As for the evaluation
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Figure 5.17: Influence of hyperperiod length on the schedulability, comparing the four algo-
rithm modes and the MILP-model. For three jobs, nine dependencies and twelve
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Figure 5.18: Influence of TC-size on the schedulability, comparing the four algorithm modes
and the MILP-model. For three jobs, nine dependencies and 35 slots

above, the algorithms performance needs to be compared with the MILP-model. The
results depicted in Figure 5.19 show a dramatic decline in the percentage of schedulable
tasksets between nine and twelve dependencies.

As the algorithm tries to schedule the leaf task of each job in the last slot of the
subperiod, we assume that more jobs lead to a lower performance. To confirm the
assumption we evaluated tasksets with the same parameters but varied the number of
jobs. Figure 5.20 show that this assumption is true, it also shows that the performance
of channel first shifting declines more than the performance of time first shifting.
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Figure 5.19: Influence of the number of dependencies on the schedulability, comparing the
four algorithm modes and the MILP-model. For three jobs, and 35 slots and twelve
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Figure 5.20: Influence of the number of jobs on the schedulability, comparing the four algo-
rithm modes and the MILP-model. For nine dependencies, and 35 slots and twelve

nodes

All evaluations show that the channel first shifting mode was superior to the time first
shifting, only in some cases the performance of both approaches were close to each other.
The evaluation also shows that the order in which the tasks are chosen to be scheduled
does not make a noticeable difference in most cases and if there is a difference there
is no pattern behind which of them performs better. In general, the evaluation shows
that the heuristic algorithm is more suitable for taskset with only few jobs.
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5.8.3 Slot Allocation Probability

To investigate further why channel first shifting suffers more from an increased job num-
ber than time first shifting we compare the probability of each time-slot to be allocated for
a task. Figure 5.21 shows these probabilities for both shifting approaches and the MILP-
model, it also depicts the value for an equal distribution as a reference. As we discussed
above the algorithm always tries to allocate the last time-slot in the subperiod of a task.
For the channel first shifting this behavior is evident from the results, time-slots that are
divisors of 24 have a higher probability to be allocated. The higher the divisor is, the
higher is the probability, as there are more jobs that share the end of'its subperiod here.
For the time first shifting this effect is still noticeable but it is mitigated. The MILP-model
does not show this effect, as it is not bound to the limitations in the heuristic, but it
shows the tendency to allocate the first time-slot.
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Figure 5.21: Comparison of the probability that a certain time-slot is allocated by the different
scheduling approaches, for tasksets with hyperperiod length 24

5.8.4 Allocation Introduced Jitter

The jitter a scheduling approach introduces is, after its ability to schedule tasksets, one
ofthe most important performance factors of a real-time scheduling approach. To eval-
uate this factor we compare the jitter introduced by the four modes of the proposed al-
gorithm with the MILP-model in Figure 5.22. Figure 5.22a shows the minimum, mean
and maximum jitter each mode introduces into a set of 56000 tasksets which are all
scheduleable by all modes. As in the previous evaluations the channel first shifting out-
performs the time first shifting. Especially with the ascending age order the maximum
jitter is lower. The mean jitter on the other hand does not differ significantly over all
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modes. The MILP-model with jitter optimization outperforms all algorithm modes, as
it tries to find the minimal possible jitter.
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Figure 5.22: (a) depicts the mean, minimum and maximal jitter of the four algorithm modes in
comparison to the MILP-model. (b) shows the CDF plot of the jitters, the two lines
for the scheduling orders are overlapping for the two shifting approaches.

Figure 5.22b shows that the impact of the ordering is less significant than the im-
pact of the shifting. The impact of the ordering is so small that the lines are actually
overlapping in the graph.

The results of this evaluation are very promising especially for an algorithm that is
not actively reducing the jitter but only relies on its allocation methods.

5.8.5 Performance of Rescheduling

To evaluate how good the different approaches are able to schedule combinations of
tasksets we generated over two million combinations of the scheduleable tasksets. From
these we randomly chose a set of 250 thousand combinations. This set was scheduled
by all four modes of the proposed algorithm and the MILP-model as a reference. Fig-
ure 5.23 depicts the percentage of combinations that were scheduleable by each mode.
As all evaluations above this shows that the channel first shifting is superior to the time
first shifting.

The channel first shifting managed to schedule over 50 % of the combinations. This
seems to be a quiet low percentage, but taking into consideration that we formed the
combinations from tasksets with the same hyperperioid, job number and node number,
the effect discussed in Section 5.8.3 is amplified here. As even more tasks need to be
scheduled in the same time-slots, these combinations are the worst case combinations.
Together with the fact that our tasksets are quite dense, Figure 5.21 shows that almost all
time-slots are used at on least one channel, a success rate of 50 % is a promising result.
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Figure 5.23: Comparison of the scheduling performance for taskset combinations

5.9 Conclusion

As cooperative CPSs are emerging in real-time applications, wireless connections be-
come more and more important. These applications need scheduling algorithms which
are able to adapt schedules to new network topologies and application requirements. In
Section 5.1 we described how a cooperative CPS might be modeled and what the special
challenges in these systems are. We discussed the constraints a scheduling algorithm
for such systems needs to fulfill in Section 5.2. After a review of existing work in related
areas we developed the MILP-model that generates schedules following the constraints
discussed earlier. As it can be time consuming to solve the proposed MILP-model, es-
pecially on embedded devices, we propose an algorithm to generate which schedules
has a lower computation time for almost all cases. To generate schedules that are easy
to combine with other schedules we stated the hypothesis that two more sparse sched-
ules are easier to combine than two dense schedules, even with the same hyperperiod
and number of tasks. We proof the hypothesis in Section 5.6. In Section 5.7 we discuss
the proposed algorithm and its four different modes in detail. The evaluations in Sec-
tion 5.8 compares these four modes to each other and to the MILP-model. We show that
the channel first shifting is the preferable of the two shifting modes. The order in which
tasks are scheduled, on the other hand has no distinguishable influence on whether a
taskset is scheduleable by the algorithm or not. The heuristic algorithm is clearly out-
performed by the MILP-model, which is no surprise considering that the MILP-model
searches for an optimal solution. However, it fulfills the need for a predictable runtimes
much better than the MILP-model.







6 Investigating Concurrent
Transmission

In a TC there is a lot of data that is transferred to close feedback loops and to fulfill
other real-time applications’ needs. For this communication we presented our TDMA
network stack in Chapter 4. To enable a T'C to fulfill its application in a changing envi-
ronment we need to be able to communicate in a sporadic manner with other nodes in
the TC and also to other TCs. This communication is needed to disseminate schedules
to the whole TC or to manage the merge process between two TCs. For this traffic we
proposed in Section 2.4 to use a Glossy [14] based protocol. These protocols are proven
to be able to disseminate data fast and reliable through a network [13]. They do not
need knowledge about the topology of the network to disseminate data, therefore they
are well suited for the communication between different T'Cs.

Even though these protocols a perfect match for the management protocol of the
system we discussed in Chapter 2, there are open questions. In the following we will
present these questions and detail on our contributions to their answers, we give de-
tailed insight in the results we presented in [60].

Glossy is a protocol that tries to exploit Constructive Interference (CI) of IEEE 802.15.4
symbols by using Concurrent Transmission (CT) of several transmitters [14]. Whether
Glossy is really able to exploit CI or whether it just does not add destructive interference
is an ongoing debate [40, 30, 27].

Another open question is how well CT-based protocols work on transceiver chips
other than the CC2420 [7] and its successor the CC2520, both produced by Chipcon. To
the best of our knowledge all research on CT using real-world test-beds is based on the
CC2420. Only Brachmann et al. [6] used the CC2520 for some first work on CT using
this chip. As the CC2420 is not recommended for new designs [7], results based on this
chip should not drive the design of'a novel communication architecture. To generalize
the statements done on CT, we implemented a CT protocol on the Atmel AT86RF233 [3]
which we will present and evaluate in this chapter.
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6.2 BACKGROUND ON CONCURRENT TRANSMISSION (CT)

6.1 Related Work

The idea to use flooding to disseminate data in a network was brought into WSN re-
search community by protocols like Spin [19], Trickle [29] or Flash [33]. Compared to
traditional routing protocols like CTP [18] or RPL [506], these approaches do not need
to maintain a network graph to transfer data to its destination. This is an advantage if
energy or time is limited, as their is no overhead of finding the right route. A disad-
vantage is that all data is transferred to all nodes in the network, which adds its own
overhead to the communication. As we want to transfer the data, like schedules, to all
nodes, this is no disadvantage in our use case.

In general all flooding protocols work according to the same method, they retransmit
all messages they received via broadcast. To limit the transmissions each node counts
how often it transmitted a certain message, if a predefined number is reached it stops
retransmiting this message. Especially in dense networks this can lead to a massive
amount of transmissions which leads to collisions. This phenomenon is called broad-
cast storm and increases the Packet Error Rate (PER) [65] due to collisions [52].

Glossy overcomes the issue by exploiting CI, therefore the collisions are not increas-
ing the PER. The CI Glossy uses is not on the carrierband, as it is not possible to syn-
chronize 2.4 GHz signals on WSN sensor nodes which are typically operating with a
CPU clock rate between 1 MHz to 200 MHz. Thus, the signal is synchronized on the
baseband. In IEEE 802.15.4 each group of four bit is encoded into pseudo-random noise
sequence of 32 physical-layer bits called chips. These chips are Offset Quadrature Phase-
Shift Keying (O-QPSK) modulated by the PHY. At 2.4 GHz each chip is T, = 0.5 us long,
which results in a bit rate of 250 kbps. Therefore, Ferrari et al. argue that transmitters
need to have a synchronization error smaller T, to generate CI [14], although Wang et
al. argue that it is not CI but non-destructive interference [55]. Non-destructive inter-
ference means that the interference an additional transmitter introduces to the signal
neither deteriorates nor raises the quality of that signal.

6.2 Background on Concurrent Transmission (CT)

All CT protocols work based on the same principle, an initiator called node transmits a
packet to all nodes in its transmission range. The receivers of that packet check whether
they have to retransmit the packet and do so if needed. This retransmission is done as
synchronized, by all transmitters, as possible to prevent destructive interference.

6.2.1 Glossy

The CT part of the different protocols differ in the way they decide whether a packet
needs to be retransmitted and the way they synchronize the retransmission. Glossy
introduces so called phases in which a packet is retransmitted for a predefined number
N times. If the packet is received for the first time in a phase its data is provided to
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the application on the node, after it was retransmitted. To retransmit a packet it is read
from the transceiver buffer. Then it is checked whether the packet was retransmitted
less than N times, if so, a counter is increased by one and the packet is written back to
the transceiver and transmitted. Ifthe packet was retransmitted N times the transceiver
is shut down to avoid further receptions of that packet. This prevents the network from
being occupied by this packet for eternity.

The receivers in Glossy can be seen as situated on rings, where all nodes in the trans-
mission range to the initiator are on Ring;. The nodes in transmission range to the
nodes in Ring; are in Ring, and so on. Figure 6.1 shows the procedure of a transmis-
sion in Glossy with N = 2 and two of the rings. The layered boxes indicate the existence
of more than just one node in a ring.

Initiatior 4EI
Receivers l
Ring 1

i
ll

Ring 2—{
Packet Rx E
Packet Tx !
SW Delay :
Radio Off :
Idle Listening :

01800

c=2 c=3 c=4

Figure 6.1: Example Glossy phase with N = 2 and two rings of receivers

To synchronize the transmission of all nodes, Glossy uses a relay-counter. This relay-
counter is increased by each node that receives the packet for the first time, and is
embedded into the packet. Therefore, nodes on the same ring should increase the relay-
counter to the same value. Together with the slot-length Ty, and the relay-counter
nodes can estimate how long the packet needed to reach them. This can be used for
time synchronization.

6.2.2 Constructive Baseband Interference

In IEEE 802.15.4 data is encoded into chip sequences of 32 bit which represent 4 bit of
payload data. At a data rate of 250 kbps each chip is therefore seems to be 0.5 ps long.
To explain why Ferrari et al. stated that CI can happen as long as all senders start trans-
mitting the packet within a span of 0.5 ps [14], we need to take a look what happens on
the PHY.
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IEEE 802.15.4 uses an O-QPSK modulation to bring the chip sequences to the base-
band signal. An O-QPSK uses a complex signal, which consists of an in-phase signal ()
and a quadrature signal (Q), in its modulation. These signals are shifted by 90°, there-
fore the Q-signal is 1T¢ (0.5 ps) following behind the I-signal. The chips are modulated
to the I- and Q-signal in an alternating manner, starting with the I-signal. As the I- and
Q-signal are non interfering by definition, one could understand them as completely
independent, for now. To achieve the data rate of 250 kbps each, I and Q, only needs to
transfer half of the data. Therefore, each chip is 2T¢ (1 ps) long and if the interference
is shorter than T. less than half of the chip is interfered. Figure 6.2 depicts the whole
process, from the bits in the MAC-layer over the chips in the PHY to the IQ-signal in
the medium.

Mac-Layer: Bits: 0000 0101 1010 1101
L_Y_J

T P
Phy-Layer: Chips: 11011001 1100 0011 0101 0010 0010 1110

Baseband: I ............................................................................................
0O-QPSK: Y 011 0 6 1iiioo oo io
Q ...........................................................................................
o
2Tc=1lus = 1MHz t

Figure 6.2: IEEE 802.15.4 modulation example, showing how four bits are modulated to the base-
band signal using chip sequences and O-QPSK

6.3 Concurrent Transmission on AT86RF233

As mentioned before, as far as we know, all implementations of the CT approach are
based on the CC2420 or the successor CC2520. To study whether CT would be appli-
cable to other radios, we developed an implementation for another type of radio, the
AT86RF233. This section will give insight to the benefits and challenges the AT86RF233
has compared to the CC2420 in CT applications. The AT86RF233 has a shared receive
and transmit buffer, which stores the last received packet or the packet to be sent. By
utilizing this shared buffer, the delay between the reception and the transmission of
a packet should be shorter and more constant, compared to the CC2420. Using the
CC2420 the entire packet has to be read from the transceiver’s receive buffer to the
CPU’s RAM via SPI and then needs to be written back into the transmit buffer of the
transceiver via SPI before it can be transmitted. In contrast, with the AT86Rf233 only
a few bytes in the packet need to be manipulated inside the transceivers buffer. As
this manipulations are independent from the length of the packet, the time needed to
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process a packet before retransmiting should be more constant. This should lead to a
better synchronization of the retransmissions of different nodes.

6.3.1 Implementation

Our implementation is focused on the basics needed to realize CT with the AT86RF233.
We designed the implementation in a way that it needs minimum processing time to
forward packets and that the forwarding time has minimum variance.

In Algorithm 1 it is shown which steps are executed to retransmit a packet following
its reception. Our approach reads two byte from the frame buffer for each received

Algorithm 1 CT implementation on AT86RF233

1: read(protocol_identifier)
2: read(destination_address)
3: if protocol_identifier == CT && destination_address == broadcast then

4 read(seq_num)
5. read(hop_count)
6 if seq_num not transmitted N times then
7: write(hop_count+1)
8 transmit packet
9 increment transmit_counter(seq_num)
10: else
11 read(payload)
12: deliver(payload)

packet, destination address and protocol identifier. We check whether a packet is a
broadcast packet and has the right protocol identifier to make sure we do not forward
packet from other networks and therefore introduce unexpected behavior into them. If
a packetis abroadcast packet and a CT packet we read the sequence number and the hop
count. Based on the sequence number we decide whether the packet is retransmitted,
if this sequence number was retransmitted less then N times it is retransmitted. Before
retransmission the hop count is increased by one and written back to the frame buffer
in the transceiver. Therefore, we read and write a constant number of byte per packet,
five bytes are read and one byte is written. This is independent from the payload size,
thus the time between reception and retransmission should be shorter and should not
vary based on the payload size, in comparison to Glossy based on CC2420. This is due to
the fact that Glossy needs to read the whole frame buffer each time a packet is received,
as described in Section 6.2.2.

6.4 Comparative Evaluation

To determine whether there are characteristics of one of the transceivers, AT86RF233
or CC2420, that would hinder the usage in CT applications, we compare them in sev-
eral ways. First we compare the differences in the timings between a transmission is

85



86

6.4 COMPARATIVE EVALUATION

triggered by the CPU and the transceiver starts to transmit the packet into the medium.
This is followed by a comparison of the Received Signal Strength (RSS) and Link Qual-
ity Indicator (LQI) under the influence of CT in a minimal setup. To verify that the
transceivers do not add too much jitter in their packet reception path we did an evalua-
tion on this aspect. At last we evaluated the ability to synchronize the time on different
nodes of our protocol.

6.4.1 Transmission Start Timing

We start our comparison of the AT86RF233 and the CC2420 by comparing how long
it takes the two transceivers to start a transmission after the CPU triggered it. This
is an important metric; especially the variance of this time is interesting to be able to
determine whether a transceiver is suitable for CT or not.

To measure the time we first had to define a point in time at which the CPU trig-
gered the transmission. For the AT86RF233 this is quite simple, as a transmission is
triggered by toggling the SLP_TR pin to its HIGH-state. This event can be triggered by
a measurement device. For the CC2420 it is more complicated, as the transmission is
triggered by a SPI command. To trigger on this command we chose to use the SPI-Chip
Select (CS) pin, as it signals the client that the communication is over by returning to
its HIGH-state. As the SPI-CS pin is toggled for each communication with the CC2420,
reading/writing the frame buffer, configuration, etc., we needed to prevent theses false
triggers. Therefore, we used a GPIO pin of the CPU which is only in HIGH-state when a
transmission is about to be triggered. Both pins, SPI-CS and the GPIO are connected
by a logic AND to generate a rising edge each time a transmission is triggered.

The second point in time we had to define is, when did the transmitter start to send.
We chose it to be when the transmission reached 9o% of its maximum energy. The
energy was measured by a Tektronix RSA5100A real time signal analyzer.

To be able to measure the time between these two time points we connect the first
signal to the Trigger-IN of the signal analyzer and the RF-signal to the RF-Input, as
depicted in Figure 6.3.

Table 6.1: Transmission start timing results of cc2420 and AT86R{233
AT86RF233 CC2420
minimum delay [ps] 156.9333 190.7667

mean delay [ps] 156.9685 190.8539
maximum delay [ps] 157.0067  190.9400

standard deviation [ps] 0.0178 0.0370
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Tektronix Tektronix
RSA5106A RSAs5106A

AT86RF233 CC2420

(a) AT86RF233 (b) CC2420

Figure 6.3: Setup to measure the time between a transmission is triggered and the transceiver
starts transmitting

For each transceiver we measured 500 transmissions and found that the standard
deviation of the transmission start timing for both is below 40 ns. As this is less than
a tenth of the allowed 0.5 pis, we consider both transceivers as suitable for CT. This
assumption is supported by the other results listed in Table 6.1. The difference between
the maximum and minimum delay is also below 0.5 pis for both transceivers. In general
the AT86RF233 seems to start the transmission faster, this is most likely because it does
not have to decode the SPI command. This might also explain the difference in the
standard deviation, this however could also be introduced by our logic in the trigger
path.

6.4.2 Minimal Concurrent Transmission (CT) comparison

To compare both protocols, ours and Glossy, in the most controlled environment, we
chose a minimal setup, as depict in Figure 6.4. It consists of one initiator node and two
retransmitters (Node1 and Nodez). In this evaluation the retransmitters send the packet
back to the initiator. To minimize external factors from disturbing our measurements,
the retransmitters work in a round-robin manner. As shown in the right part of Fig-
ure 6.4, the first packet is only retransmitted by Nodezi, the second one only by Node2
and the third one is retransmitted by both. For all following packets this scheme is
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Node Setup Round Robin Pattern

@ 9 00 oo
®-.o II »»»»» I: ______ 4 ‘ &

Link: 1 2 ¢ 1 2 ¢ 1 2
. Initiator ‘ Retransmitter

Figure 6.4: Evaluation setup with one initiator (Node I) and two retransmitters, Node1 and
Node2.

repeated. The decision which node retransmits the packet is based on the sequence
number of the packet and the node’s id. Each time X in Equation (6.1) is zero, with the
node_ids of the retransmitters being two and three, the packet is retransmitted.

X = (seq_num — (node_id — 2)%3) (6.1)

That way we have the two Single Transmission (ST) as a base line to the CT. All nodes
in the setup are AT86Rf233 equipped if our protocol is evaluated and if Glossy is evalu-
ated all nodes are equipped with a CC2420 transceiver.

To determine the overall performance of both protocols we evaluated the packet loss,
with and without CT. In order to measure the influence of CT each packet was only
retransmitted once (N = 1). We defined the packet loss as the number of packets that
are not received by the initiator. Therefore we assume the link from the initiator to
the retransmitters to be of equal quality for both transceivers. To get the most reliable
results we placed the nodes with a spacing of ~ 50 cm between each other and let the
initiator transmit 5000 packets.

Table 6.2: Packet loss comparison between CT and no CT with only one retransmission for
AT86RF233 and CC2420

Sending Nodes Packet Loss [%]
Node1 Node2z AT86RF233 CC2420

v 5.764 5.096
v 6.715 2.166
v v 6.603 4.841

The results in Table 6.2 show that our implementation has a slightly higher packet
loss. As the packet loss is also higher for both nodes as a single transmitter, it is likely
that this loss results from the AT86RF233 internals, the HF-path or antennas used. For
both transceivers the packet loss is lower when CT is used compared to the ST packet
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Figure 6.5: Comparison of RSSI values for the three different retransmission scenarios: only
Nodez or Nodez2 are retransmitting or both (CT).

loss of one of the nodes but higher than the ST packet loss of the other node. Therefore,
this evaluation shows that CT was not able to lower the packet loss significantly.

The RSS or Received Signal Strength Indicator (RSSI) is another value that is often
used to determine whether CT is beneficial to a transmission [14, 55, 58]. As the RSSI
is a transceiver specific value, we use the RSS which is more comparable. To calculate
the RSS form the RSSI we used the suggested way from the CC2420 [7] or AT86RF233 [3]
datasheet respectively. For the CC2420 we used Equation (6.2) and for the AT86RF233
we used Equation (6.3).

RSSCC2420 = RSSI —45 (6.2.)

RSS A1s6rF233 = —94 + RSSI (6.3)

The RSSI can be read from both transceivers for every received packet. It gives the
energy received by the antenna during the packet reception. The values shown in Fig-
ure 6.5 are measured at the initiator, the network was setup as for the packet loss mea-
surements. For the AT86RF233 Figure 6.5a shows RSS values as one would expect them
to be: in the case of multiple transmitters the RSS rises. Packets transmitted by Nodex
had a very constant RSS of —70 dBm. However, the minimum RSS is lower for Node
1&2 than only Node2. An interesting finding is that the standard deviation of the RSS
gets much bigger for the Node 1&2 CT case.

The results for the CC2420 look vastly different, shown in Figure 6.5b , here the CT
configuration has a lower mean RSS than the Node2 only configuration. Even though
the mean RSS for Node 1&2 is higher than the one for Node 1, we can not confirm the
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hypothesis that CT leads to a higher RSS.

IEEE 802.15.4 defines a second metric for the quality of a received signal, besides the
RSS, it is called Link Quality Indicator (LQI). It give a more complex insight whether
the link between two nodes is good or not, it describes how well the receiver was able
to decode the packet. To do so, it gives an estimation of the sameness between the
received chip sequence and the most similar one from the IEEE 802.15.4 standard [23].
In the following we explain the LQI in detail to give a better understanding why it is
supposed to qualify links under CT influence better than the RSS.

As mentioned in Section 6.2.2 IEEE 802.15.4 uses chip sequences to spread the bits and
thus be more resilient to interference. There are 16 chip sequences defined to represent
all states of the 4 bit symbols. In Section 6.2.2 we described how a symbol is translated
into a chip sequence. To understand the LQI we need to understand how a received
chip sequence is translated back into the corresponding symbol.

After a chip sequence is received, the receiver compares it to the 16 defined sequences.
It will translate the received sequence to the symbol whose chip sequence is most sim-
ilar to the received one. In Figure 6.6 we give an example of a chip sequence where
the fourth chip is flipped to zero. With this spreading technique the receiver is able
to decode the symbol correctly and to mask the flipped chip. The LQI describes the

Phy-Layer:

TR t
Received Chips: 1106 1001 1100 0011 0101 0010 0010 1110
Defined Chip sequences: &]_.?1/1001 1100 0011 0101 0010 0010 1110,

Mac-Layer:  Bits: 0000 0101 1010 1101

Figure 6.6: IEEE 802.15.4 demodulation example, how a chip sequence demodulated from the
IQ-signal and translated into a four bit symbol.

difference between the received sequence and the defined sequence, therefore it gives a
deeper insight to how well a signal was received. In contrast to the RSS the LQI is able
to distinguish between an interfering and a contributing signal, under the assumption
that an interfering signal would flip some of the chips in a sequence. Therefore, the
LQI is the more appropriate metric to analyze the potential effect of CI during CT.
While recording the RSS we also recorded the LQI, the results are shown in Fig-
ure 6.7. For the AT86RF233 in the ST configurations the LQI was always 255 which is the
maximum value and represents the best link quality. Therefore, the boxes for Node1
and Node2 are very thin in Figure 6.7a. The results for the CT configuration show a
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Figure 6.7: Comparison of LQI values for the three different retransmission scenarios: only
Nodez or Nodez2 are retransmitting or both (CT).

different situation, the maximum is still 255 but the minimum LQI is 167. Thus, the
LQI shows that in fact it is interference which harms the signal and leads to errors in
the chip sequences.

The results for the CC2420 show a very similar situation, shown in Figure 6.7b. Even
though the LQI is not at its maximum for all transmission in the ST, the variance is a
lot bigger in the CT configuration. The fact that the ST configuration did not result in
the maximum value gives the opportunity to check whether the CT is able to increase
the quality of some transmission. As shown in Figure 6.7b the maximum of Node1 and
Node1&2 are at the same level. This indicates that the original Glossy was not able to
introduce the intended CI in our setup.

6.4.3 Reception Start Timing

While implementing and testing our implementation we noticed a significant variation
in the timing of the reception start interrupt (rx_start) on different AT86RF233 receiving
the same message. This rx_start indicates the start of reception, it is triggered right after
the PHY header was detected by the transceiver. To measure the difference in these
timings we connected a logic analyzer to the rx_start pin of the transceivers.

In Figure 6.8 we illustrate the rx_startjitter (Jix_start). Assuming a static processing time
this jitter effects the tx_start jitter (Jix_sr). To measure the jitter our implementation
adds while processing the packet (] ocessing), We also connected the tx_start pin to our
logic analyzer. The results of the evaluation are shown in Table 6.3 for both transceivers,
the AT86RF233 and the CC2420.
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Figure 6.8: Illustration of the rx_start and transmission start signal (tx_start) jitter.

Table 6.3: Reception-Jitters for AT86RF233 and CC2420

Transceiver Signal  Jitter [ns]  ,;,Jitter[ns] 4. Jitter]ns]

AT86RF233 ]rx_start 2i398-689 '1063 1063
Jex_start  40£429.083 -1313 1313
CC2420 ]rx_start o:|:59.439 -188 188
]tx_start 61i134'685 '376 500

Both implementations show mean jitters which are within the range of 0.5 ps. How-
ever, the [x_start of the AT86RF233 has a jitter of over 1 pis, which also lead to a Jiy_start of
the same magnitude. As [jrocessing is defined by Equation (6.4) as the difference between
Jix_start and Jrx_start, both implementations show negligible values for | processing-

]processing = Jix_start — Jrx_start (6-4)

The more daunting jitter is J,x start, as it is solely caused by hardware internals of the
AT86RF233. As there are no configuration variables to manipulate this logic, a mitiga-
tion of Jyx_start in software is impossible.

Although the jitter for the AT86RF233 is close to the 500 ns and therefore close to the
threshold of CI [14], our evaluation in Section 6.4.2 shows that the packet loss is not
significantly higher as for one transmitter.

6.4.4 Synchronization Comparison

In Glossy there is a synchronization method, as we mentioned in Section 6.2.1. To
complete our comparison we did a brief evaluation how well our implementation is
able to synchronize nodes. We used the same method and parameters as Ferrari et al.
in [14] and set our retransmission counter to N = 3. During the evaluation we measured
the time difference between the initiator and the retransmitters after each hop.

In Figure 6.9 we show the mean value of the time synchronization with the standard
deviation for both retransmitting nodes separately. As a result, both nodes stay within
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Figure 6.9: Time synchronization accuracy over multiple hops.
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Figure 6.10: Testbed setup in our offices with connected GNSS-Modules for ground truth time
synchronization.

the range of the synchronization error of Glossy given by Ferrari et al., in particular,
< 0.4 £4.8yps [14].

6.5 Testbed Evaluation

In Section 6.4 we showed that our implementation has comparable performance to the
original glossy. To evaluate the TC performance of the AT86RF233 in a real-world sce-
nario, we deployed a testbed in our office building that is shown in Figure 6.10. As a
reference time signal we used the GPS time, therefore we equipped each node with an
ublox NEO-M8Q GNSS-Module [53]. To evaluate the packet delivery rate we used five
different configurations for N (N =1, - - - ,5). For each configuration of N we gathered
how many of the packets transmitted by the initiator were received by the different
nodes. The average packet delivery rate as a function of the retransmission value N is
summarized in Figure 6.11. The nodes that are located far away from the initiator need
more retransmissions to be reached. This is due to the fact that more hops need to
be made by the packet. Therefore, the chance to a packet being lost is higher. As an
example, for N = 1 a delivery ratio of only 82 % is achieved for node 3, for node 4 it is
higher than 99 %. For N > 3 the delivery ratio reaches 99 % for all nodes.

An interesting fact is that all nodes behind node 10 have a significant lower packet
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Figure 6.11: Reliability for different numbers of retransmissions.
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Figure 6.12: Time synchronization accuracy over number of hops.

reception rate than the other nodes. As all nodes are identical and node 10 is a lonely
node we assume this might be an effect of not being able to perform CT as the other
nodes.

To evaluate the time synchronization in real multihop scenarios we used the same
testbed. For the ground truth time we connected the Pulse Per Second (PPS)-signal of
the NEO-MS8Q to an interrupt pin of our mirco-controller. Each time the interrupt was
triggered the microcontroller gathered the timestamp. By comparing the timestamps
we can calculate the error of the time synchronization. The PPS-signal of all GNSS-
Modules is supposed to generate a pulse at the same time around the world. As the
NEO-M8Q’s PPS-signal has an accuracy of 60ns [53] and our microcontroller runs at
8 MHz, Shannon’s sampling theorem [47] says we are able to measure the timing accu-
rately.

The results in Figure 6.12 show that on the one hand the mean time difference to the
initiator stays in the same range as for the evaluation in Section 6.4. On the other hand,
the standard deviation is larger due to the larger number of nodes tested.
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Figure 6.13: Emulator setup used for our emulations with two CC2420 based sensor nodes con-
nected to the HackRFs by SMA-cables.

6.6 Concurrent Transmission Emulation

As the measurements taken in Section 6.4.3 raised doubts whether the AT86rf233 can
be synchronized accurate enough to perform CT but the evaluation in Section 6.5 and
Section 6.4.2 showed good results, a further investigation in CT was necessary. There-
fore, we created a CT-emulator to be able to evaluate under which conditions CT is
beneficial to the transmission.

6.6.1 Emulator Setup

The emulator consists of two HackRF One' Software Defined Radios (SDRs) and two
transceivers of the type to be evaluated. The SDRs are connected to a PC running GNU-
Radio®. As shown in Figure 6.13 each transceiver is connected to one SDR. In our em-
ulation we define one transceiver as the receiver and the other one as the sender. The
sender’s signal is captured by the connected SDR and send to the PC. On the PC the sig-
nal can be manipulated using GNURadio. The manipulated signal is than transferred to
the second SDR and sent to the receiver. To mitigate external influences we use coaxial
cables to connect the transceivers to the SDRs.

To have the most similar signals in our CT emulations, we use only one sender. The
signal of that sender is duplicated in GNURadio. Together with a Delay-block the du-
plication emulates the second sender that is transmitting the same signal a little de-
layed. In Figure 6.14 we depicted how a real-world CT scenario transforms into our
emulations. By changing the delay we can emulate different synchronization accuracy

Thttps://greatscottgadgets.com/hackrf]
2https://www.gnuradio.org/
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Concurrent Transmission Model
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Figure 6.14: Conversion from the real world CT model to our emulated CT model, using a
Delay-block to emulate a second, delayed transmitter.

between the senders. To emulate two links that are effected by different attenuation,
we use the two Gain-blocks. As our emulation can be considered noise free we added a
Noise-block to add different amounts of noise to the signal. To the best of our knowl-
edge this is the first setup that can evaluate large numbers of packets under the same
CT conditions with signals being transmitted and received by real WSN-hardware.

6.6.2 Noiseless Concurrent Transmission (CT) Emulation

To evaluate CT under ideal conditions we started with emulating a noiseless channel
between the senders and the receiver. The goal of this evaluations was to see what de-
lay leads to a significant increase of the packet loss. Additionally we will show how
the different transceivers handle different amounts of delay. For each delay setting we
transferred at least 100 packets. For each received packet we recorded the RSS and LQI.
In Figure 6.15 the packet loss, LQI and RSS are plotted over the delay we introduced
into the emulation. The plots of RSS and LQI end at the point no more packets were
received.

In Figure 6.16a the results for the AT86RF233 are plotted and show a non-surprising
decline in the RSS and LQI for raising delays. Noticeable is the packet loss plot, it rises
at about 700 ns, this is far later than the expected 500 ns known from the literature, e.g.
by Ferrari et al. [14]. The LQI on the other hand starts to degrade from 250 ns. We ar-
gued before that the LQI shows how destructive the interference of the second sender
is, therefore we can assume non-destructive interference stops at 250 ns. Another rea-
son for a degrading LQI could be noise. However, as we did not add any noise in our
emulator, the reason for the decreasing LQI must be the signal of the second sender.



6 INVESTIGATING CONCURRENT TRANSMISSION

649 100 100
i< —54 =
= 66 BE o =
a Z o Z
= S = s}
P _68] 50 i 56 50 =
i) 2 =
~ %5 F & 25 2
704 a —58 ~
0 0

100 100 100
200 { 75 8 75 X
° 7 90 " Z
o 50 = O 50 =
- = — =
100 g 80 E
25 & 25 %
& 70 =

0_ T T T T T 0 0
0 200 400 600 800 0 200 400 600 800
Delay [ns] Delay [ns]
(a) AT86RF233 (b) CC2420

Figure 6.15: AT86RF233 and CC2420 CT performance in an ideal evironment without noise.

—68 F 100 100
— —58 —
T 6o R 75 =
= —694 w = »n
=) 2 M@ Z
= 50 5 =0 50 =
2 101 £ g £
= — RSs [ T & 02 — RSS f25 %
Loss —— Loss -

714 0 —64 0

100
_ 100 —
2004 = 7S
2 2
— Q = Q
g S 50 2
100 z K]
2 — LQI {25 £
£ 60 QL 125 =

—— Loss
04 0
0.00 002 004 006 008 010 012 014 0.00 002 004 006 008 010 012 014
Noise Noise
(a) AT86RF233 (b) CC2420

Figure 6.16: Single transmission under noise influence. Noise is given without unit due to em-

ulator limitations.

In contrast to the evaluation of the AT86RF233 the packet loss results for the CC2420,
shown in Figure 6.15b, support the assumption that CT becomes destructive interfer-
ence for delays > 500 ns. The LQI data reveals that the signal deteriorates much earlier,
in particular at 150 ns.

6.6.3 Noise Effected Concurrent Transmission (CT) Emulation

Assuming a noise free channel is a rather unrealistic assumptions. To get a baseline
how the noise affects the signal from a single transmitter we disabled the second path
in our emulator and measured packet loss, LQI and RSS for several noise levels. Fig-
ure 6.16 shows the results for this evaluation. As our emulator is not able to measure the
incoming signal’s energy in physical units, our noise level is also unit free. It is given
as a relation to the signals amplitude, which was 0.5 on the same scale.

Both RSS plots, for the CC2420 and the AT86RF233, show that the RSS increases with
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Figure 6.17: Concurrent Transmission (CT) under noise influence. The noise level was chosen
to the level where a single transmitter had 99 % packet loss (0.07). Noise is given

without unit due to emulator limitations.
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Figure 6.18: 50 % packet loss threshold over different noise levels and transmission delays. The
red line shows the noise level at which a ST has 50 % packet loss. Noise is given
without unit due to emulator limitations.

the noise. The LQI plots show how an increased noise level decreases the LQI, as dis-
cussed in Section 6.4.2. This decreased signal quality lead to a higher packet loss, when
the transmission error cannot be masked by the transceiver. As the packet loss in Fig-
ure 6.16b reached 100 % at a noise level of 0.07 we stopped the measurements at a noise
level of 0.09. Interestingly, the AT86RF233 is able to receive packets effected with a
higher noise level than the CC2420, see Figure 6.16a. This might be an explanation
why the AT86RF233 is able to decode CT signals with a higher transmission delay than
the CC2420.

Based on the results of the prior evaluation we determine the noise level at which
the receiver was only able to decode 1% of the sent packets. This step was done for
each transceiver individual, afterwards the lower one (0.07) was taken to evaluate both
transceivers. Having disturbed signals, CT should improve the signals quality at the
receiver, as the two signals add up to an amplitude of 1.0 in the best case. We chose to
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use the same noise level for both transceiver chips, CC2420 and AT86RF233, to make the
evaluation more comparable.

Figure 6.17 shows the results of the same evaluation as in Section 6.6.2 but whith a
noise level of 0.07. The RSS has a higher variance for both transceivers, for the ATS6RF233
it is decreasing monotonically but for the CC2420 it decreases between O ns and 200 ns
but increases again from 500 ns. Interestingly, the delay threshold at which the packet
loss start to rise is almost the same for the CC2420, comparing the noise effected evalua-
tion (Figure 6.17b) and the noiseless one (Figure 6.15b). For the AT86RF233 this threshold
is about 200 ns lower compared to the noiseless evaluation (Figure 6.15a). This observa-
tion leads to the assumption that, at least for the AT86RF233, the ability to decode CT
signals depends on the noise level on the channel.

To test this assumption we evaluated how the packet loss is linked to the transmission
delay in combination to the noise level. Figure 6.18 depicts the highest noise level where
at least 50 % of the packets were received as a function of the transmission delay. The
red line represents the noise level at which a ST suffers form 50 % packet loss. The ST
packet loss describes a vertical line as it is not effected by the transmission delay. We
chose to plot 50 % packet loss as we see it as a border where links must be considered
unreliable. Every other percentage would show a similar graph only shifted, squeezed or
stretched. This evaluation proves the ability to decode CT signals depends on the noise
level in the channel. The behavior is similar for both evaluated transceivers. Figure 6.18
also shows that a CT signal with more than 400 ns transmission delay is less likely to be
decoded correctly than a ST signal, even though the CT signal has twice as much energy.
Therefore, to get a real gain from CT the transmission delay should be far below 500 ns.

6.7 Conclusion
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In this chapter we presented our minimalist implantation ofa CT protocol on an AT86RF233.

To verify that it performs CT as well as Glossy on the CC2420 we performed a compar-
ative evaluation between the two implementations on their corresponding transceiver
chip. In this evaluation we used the minimal setup of three nodes and compared the
packet loss, RSS and LQI of both transceivers in CT and ST configurations. This eval-
uation showed a similar performance for both transceivers. To verify that our imple-
mentation is able to operate in larger networks we performed an evaluation in a testbed
in our office envirionment. The results of this evaluation also showed similar results
for our implementation as the original evaluation of Glossy [14].

The LQI values of the comparative evaluation did raise doubts whether CT is benefi-
cial to the quality of the received signal. These doubts were strengthened by the evalu-
ation of the jitter of the reception start timing. To investigate under which conditions
CT is beneficial we developed an emulator to evaluate CT under the most controlled
conditions possible, using real hardware transceivers. These evaluations showed that
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the manageable delay between the two concurrent transmissions that does not lead to
packet loss, differs between the two transceivers. Further we were able to show that the
acceptable delay also depends on the noise level in the channels used for the CT.

As we have shown, it is possible to use CT with transceiver chips other than the
CC2420. Utilizing such a technique to coordinate several TCs is beneficial, as for ex-
ample schedules can be transferred to several TCs that need to be merged. However, to
use CT in an industrial environment the ability for heterogeneous networks, consisting
of nodes with different transceiver chips, would be necessary to ensure interchangeabil-
ity between robots and machines of different manufactures. To form such networks a
protocol that evens out the various timing differences would be necessary. One way to
realize such a protocol would be to measure all timings, like the rx_start and tx_start
delay or the time to copy bytes into the packet bufter, of all the different transceivers in
the network and delay all timing to fit the slowest one. As this a labor-intensive, a way
to automate the adjustments would be necessary to deploy networks with a number of
different transceivers.
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The use cases for CPSs are ranging from industrial automation to search-and-rescue
applications. For now it is not possible to use mobile CPSs in applications that require
tight cooperation of multiple CPSs. One reason is the lack of a communication in-
frastructure that supports real-time communication and that is still flexible enough to
adapt to changes in the network’s topology and configuration.

7.1 Contributions

In this thesis we proposed an architecture for wireless real-time networks which are
able to adapt to application, topology and environmental changes without any inter-
ruption in executing the applications with performance guarantees? Most importantly
we designed the system in a way which ensures that real-time requirements of the com-
munication are not harmed during the adaption to the changed situation. In Chapter 2
we introduced a scenario of mobile robots which need to cooperate to fulfill their task,
we called such a group of robots TC. Further, we motivated why such TCs need to be
able to change their topology. Based on the identified challenges, we proposed an ar-
chitecture consisting of four main components: time synchronization, the real-time
network stack, the scheduling algorithm and the management protocol. This architec-
ture needs to be able to perform three operations to manage a TC. The first one is the
synchronization of several TCs in order to make sure they share a common time base.
This is needed to perform the second operation: the merge operation. This operation
is used to integrate nodes or T'Cs into another existing T'C. The third operation is the
split operation, which is used to separate TCs. Following to the architectural overview
we took a closer look to the different components and how they are designed to coop-
eratively execute these three operations.

To achieve a time synchronization accurate enough to close feedback loops over sev-
eral nodes, we propose a time synchronization, in Chapter 3, which is bases on PTP. By
taking well proven principles from PTP and optimizing them to the special features and
challenges in our system we were able to reduce the communication overhead. As nodes
that are equipped with low-cost crystal oscillators show a significant drift between their
time, we introduce a drift compensation that is able to minimize the drift to a mini-
mum. In a real world evaluation we were able to show that the time synchronization is
able to synchronize the time on all nodes on a sub-microsecond range. Utilizing such
an accurate time synchronization offers the ability to develop a TDMA-based network
stack that needs minimal guard times.
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In Chapter 4 we present such a TDMA-based network stack to handle the real-time
communication needed between the nodes in one TC. The main design goal for this
stack was to keep the jitter and delay it introduces into the communication between
tasks as low as possible. To guarantee that the time between a task is executed and the
transfer of the data needed or provided by that task is constant, we introduced the node
scheduler. This node scheduler combines the scheduling of a task’s execution and the
scheduling of the data transfer in one schedule. As each data transfer has a defined time-
slot and data is supposed to be transferred at the beginning of this time-slot, the task
execution is schedule at the end of the previous time-slot. Thus, the transmission start
time as well as the execution start time have a minimum jitter between two executions
of the same task. While developing the network layer great care was taken to make
sure that the time, needed to deliver packets to a local task and to load packets into
the transceiver buffer, is as constant as possible. Another goal was to utilize multicast
traffic to be able to deliver data to several tasks at different nodes at the same time.
This feature makes it easier to use the same feedback on different nodes to close one
ore several loops. Moreover, it helps to save resources. The whole network stack was
designed in a way that changing the schedule or the configuration of the transceiver
adds only a minimum amount of jitter to the communication and execution of tasks.
In a real world evaluation we proved that our network stack is able to keep the jitter in
the realm of few microseconds, even if schedules and configurations were changed.

The scheduling of all tasks needed to fulfill an application on the different nodes in
a TCis challenging. Especially the dependencies between theses tasks and the fact that
nodes can only listen to one communication at a time makes the scheduling challeng-
ing. The scheduling problem gets even more complex if mobility is introduced and the
schedules need to be adapted to certain changes without harming real-time require-
ments of applications that have to continue while the changes are applied. In Chapter 5
we present the constraints a scheduling algorithm needs to follow to create schedules
that fulfill all requirements needed by the T'C. To get a baseline on how much jitter
certain tasksets have in an optimal schedule and how many tasksets in our evaluation
set of tasksets are scheduleable, we implemented a MILP based scheduler. Through
extensive evaluation we found that the computational complexity of solving our MILP-
model on embedded devices is too high. It is important to notice here that the new
schedule has to be generated between the time two TCs recognized each other until
they are in transmission range of the TDMA network.

To generate schedules with alower computational complexity, we introduced a heuris-
tic approach. This approach is based on the hypothesis that schedules with evenly
distributed tasks have a higher possibility to be mergeable than schedules in which
tasks are scheduled very densely. To proof this hypothesis we used our MILP-model
and merged the tasksets in our evaluation set. In a comparative evaluation we showed
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that the heuristic has a much more constant runtime than the MILP-model especially
over different schedule lengths. Not only is the runtime more constant, it is also much
shorter in almost all cases, only for very short schedules the MILP-model is faster. By
setting constant and short runtimes as the design goal for the heuristic the performance
in terms of minimum jitter and schedulable tasksets suffered, as our evaluation showed.
Nevertheless, both approaches generate valid schedules and the decision which one is
more applicable depends on the application, e.g. the speed at which robots operate and
their computation power.

On of the most important tasks of the management protocol is to distribute impor-
tant information in a TC and also to neighboring TCs. In Chapter 6 we identified that
protocols based on CT, like Glossy, are a good option to disseminate information in a
TC. As protocols from this class lack the concept of a network topology, they can also
be used to send this information to neighboring TCs using multihop communication.
Their ability to synchronize time in multihop scenarios helps to prepare the merge
of TCs. Saving the time for routing and other forwarding computation is beneficial,
as this time can be used to react to the received information. As all research on data
dissemination protocols utilizing CT is based on the same transceiver family, it was
unknown how such protocols would perform on other hardware. To determine the
generality of the statements made about CT, we implemented a minimalist CT pro-
tocol for the AT86RF233 transceiver. In a comparative evaluation we determined that
the performance of the original Glossy and our implementation is similar in terms of
packet loss and synchronization ability. These results were strengthened by a real-word
testbed evaluation in our offices. Additionally, we evaluated the effect which CT has on
the LQI. This evaluation raised serious doubts on the claimed non-destructiveness of’
the interference which CT adds to a signal. To investigate the influence CT has on a sig-
nal, we introduced an emulation setup that mitigates influences from the environment
to the signal. Based on these evaluations we showed that even small timing differences
between the senders deteriorate the signal quality. This deterioration is masked by the
chip spreading technique used in IEEE 802.15.4. Therefore, CT-based protocols are ap-
plicable for information dissemination in and between TCs. However, for now such
networks must be very homogeneous as timings of different transceiver types might
differ vastly and present protocols cannot handle such differences.

7.2 Outlook

Beside the contrition we made, there are still challenges to solve until real-time net-
works can adapt to changing environments autonomously and do this fully transparent
to the application. In this section we discuss some of the challenges which are left open
and also some questions that arose throughout this work.

The most important challenge in the time synchronization is to generalize our
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approach to different hardware platforms. To make our approach applicable to an in-
dustrial application, it needs to be manufacturer independent. This is to a certain de-
gree also true for our TDMA network stack, as it relies on the same hardware features.
However, most of the mechanisms used to guarantee the timing accuracy are hardware
independent.

A more important question to be answered is: how much can applications influence
the accuracy if they behave in unexpected ways or even maliciously? This leads directly
to the challenge of hardening the system against such behavior and also to general
questions about security in such networks. This comprises not only encryption of the
transmitted information and how this effects the jitter of transmission, receptions, and
delivery to tasks, but also about access control and how to incorporate nodes into a TC
and how/whether TCs can be merged even though their communication needs to be
confidential to each other.

Although these questions are reaching into the realm of the scheduling algorithm,
there are further challenges in the scheduling of TCs. One would be to gather real-world
application task sets and to optimize the heuristic approach to these applications in
order to minimize the jitter and maximize the ability to combine the tasksets. Another
way to enhance the scheduling performance would be to minimize the MILP-model
and therefore reduce the complexity to solve it. The most promising way to enhance
the ability to merge TCs for both scheduling approaches is to allow schedules that are
only used in order do make the original schedules mergeable. For now, two schedules
are merged in only one step. Using several iterations of schedules in both TCs would
loosen the jitter and maximal data age constraints and, thus, ease the task of merging
TGCs.

To evaluate the risk of such frequent schedule changes, a CT-based management
protocol needs to be integrated into the node scheduling system of the TDMA network
stack. An open question regarding CT is: why do some transceivers decode CT signals
with certain inter-transmission delay correct while other do not. To answer this ques-
tion in-depth knowledge of the difterences in the internals of these transceivers would
be necessary. As this knowledge is intellectual property of the manufactures, it is most
likely very hard to come by. A more interesting challenge from a research perspective
is how heterogeneous CT networks could adjust their timings autonomously so that all
transceivers can participate in a CT.

The most crucial questions however is: how accurate can an application developer
estimate the requirements of the applications and how do the variations between the
estimation and reality influence the performance of an application as a whole.
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