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1
SEARCH RESULT FILTERS FROM
RESOURCE CONTENT

BACKGROUND

The Internet provides access to a wide variety of
resources, for example, video files, image files, audio files,
or Web pages, including content for particular subjects, book
articles, or news articles. A search system can select one or
more resources in response to receiving a search query. A
search query is data that a user submits to a search engine to
satisfy the user’s informational needs. The search queries are
usually in the form of text, e.g., one or more query terms.
The search system selects and scores resources based on
their relevance to the search query and on their importance
relative to other resources to provide search results that link
to the selected resources. The search results are typically
ordered according to the scores and presented according to
this order.

A search query, however, is often an incomplete expres-
sion of a user’s informational need. Thus, a user may often
refine a search query after reviewing search results, or may
select a “suggested query” that is provided by a search
engine to conduct another search. A user may also attempt
to filter within a set of search results. However, the user may
need to generate a filter term or operation, or rely on
“hardcoded” filters that require expert knowledge and pro-
gramming ahead of time, together with manual internation-
alization, in order to be effective. Furthermore, given the
dynamic nature of the corpus of resources available over the
Internet, new filtering terms may be emergent and escape the
notice of both the user and resource curators.

SUMMARY

This specification describes technologies relating to
search engines. In general, a user can request information by
inputting a query to a search engine. The search engine can
process the query and can provide information including
query filters for output to the user in response to the query.
The queries are dynamically determined, in part, from the
content of the resources that are responsive to the query.

In general, one innovative aspect of the subject matter
described in this specification can be embodied in methods
that include the actions of receiving, for a first query, data
identifying a set of resources that are determined to be
responsive to the first query; extracting, from the set of
resources, a first set of keywords from the contents of the
resources; determining, from the first set of keywords, a set
of candidate filters from the keywords, each candidate filter
derived from one or more keywords in the set of keywords,
and wherein the set of candidate filters are a proper subset
of the first set of keywords; determining, from the set of
candidate filters, a set of query filters, each query filter in the
set of query filters meeting a diversity threshold that is
indicative of a filtered set of content resulting from applying
the query filter to the set of resources and a filtered set of
content resulting from applying another query filter to the set
of resources meeting a difference threshold; and providing,
in response to the first query, for display on a user device and
with content results that identify content in the set of
resources, the set of query filters for the first query. Other
embodiments of this aspect include corresponding systems,
apparatus, and computer programs, configured to perform
the actions of the methods, encoded on computer storage
devices.
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Particular embodiments of the subject matter described in
this specification can be implemented so as to realize one or
more of the following advantages. Search query filters can
be automatically learned offline and/or generated at serving
time, improving the search engine system performance and
saving users a large degree of human effort. Generally, the
filters can be learned from any relevant metadata or text. For
example, in the context of an application that is used to
provide reviews for certain businesses, e.g., restaurants,
learned filters from item reviews and descriptions may be
used to narrow a user’s search query and lead a user closer
towards their end goal. Furthermore, learned filters from
item reviews and descriptions enables presented filters to be
more tailored to both the specific user need at the time, and
the available results to be filtered. Learning filters from item
reviews and descriptions enable a search engine system to
provide search results in specific domains which vary not
just with the categorical query but also with the results
available at the time of the search.

The details of one or more embodiments of the subject
matter described in this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an example environment in
which filters from item reviews and descriptions are pro-
vided.

FIG. 2 is a block diagram of an example process for
generating query filters.

FIG. 3 is a flow diagram of an example process for
providing query filters.

FIG. 4 is a flow diagram of an example process for
determining a set of candidate filters from a set of keywords.

FIG. 5 is a flow diagram of an example process for
determining a set of query filters from a set of candidate
filters.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

Overview

A search engine system provides user-selectable search
query result filters for display on a user device in response
to a user-input search query. The system receives data
identifying a set of resources that are determined to be
responsive to the search query and extracts a set of keywords
from the contents of the resources. The keywords are
processed according to candidate selection criteria, and a set
of candidate query filters are determined. The set of candi-
date query filters is trimmed using diversity criteria, ensur-
ing that remaining candidate query filters have a reasonable
degree of diversity in the sets of search query results that
they represent. For example, in some implementations, pairs
of candidate query filters are grouped into a single candidate
filter if the filtered sets of search query results resulting from
applying both candidate query filters are substantially simi-
lar. The diversified set of candidate query filters are provided
for display on the user device in response to the search
query, together with search query results.

These features and additional features are described in
more detail below. In the examples provided below, the
features are described in the context of a general search
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engine. However, the features can be applied to any system
or application that searches a data store. For example, the
features described below can be applied to an application
that searches a corpus specific to the application. An
example of the latter is a mobile phone application that is
used to search, provide reviews for, and make reservations
at restaurants; or alternatively can be applied to search a
large web corpus.

Example Operating Environment

FIG. 1 is a block diagram of an example environment 100
in which filters from item reviews and descriptions are
provided. A computer network 102, such as a local area
network (LAN), wide area network (WAN), the Internet, or
a combination thereof, connects publisher web sites 104,
user devices 106, and the search engine 110. The online
environment 100 may include many thousands of publisher
web sites 104 and user devices 106.

A publisher website 104 includes one or more resources
105 associated with a domain and hosted by one or more
servers in one or more locations. Generally, a website is a
collection of web pages formatted in hypertext markup
language (HTML) that can contain text, images, multimedia
content, and programming elements, for example, scripts.
Each website 104 is maintained by a content publisher,
which is an entity that controls, manages and/or owns the
website 104.

Aresource is any data that can be provided by a publisher
website 104 over the network 102 and that has a resource
address, e.g., a uniform resource locator (URL). Resources
may be HTML pages, electronic documents, image files,
video files, audio files, and feed sources, to name just a few.
The resources may include embedded information, e.g.,
meta information and hyperlinks, and/or embedded instruc-
tions, e.g., client-side scripts.

A user device 106 is an electronic device that is under the
control of a user and is capable of requesting and receiving
resources over the network 102. Example user devices 106
include personal computers, mobile communication devices,
and other devices that can send and receive data over the
network 102. A user device 106 typically includes a user
application, e.g., a web browser, to facilitate the sending and
receiving of data over the network 102. The web browser
can enable a user to display and interact with text, images,
videos, music and other information typically located on a
web page at a website on the world wide web or a local area
network.

To facilitate searching of these resources 105, the search
engine 110 identifies the resources by crawling the publisher
web sites 104 and indexing the resources provided by the
publisher web sites 104. The resources are indexed and the
index data are stored in an index 112.

The user devices 106 submit search queries to the search
engine 110. The search queries are submitted in the form of
a search request that includes the search request and, option-
ally, a unique identifier that identifies the user device 106
that submits the request. The unique identifier can be data
from a cookie stored at the user device, or a user account
identifier if the user maintains an account with the search
engine 110, or some other identifier that identifies the user
device 106 or the user using the user device.

In response to the search request, the search engine 110
uses the index 112 to identify resources that are relevant to
the queries. The search engine 110 identifies the resources in
the form of search results and returns the search results to the
user devices 106 in a search results page resource. A search
result is data generated by the search engine 110 that
identifies a resource or provides information that satisfies a
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particular search query. A search result for a resource can
include a web page title, a snippet of text extracted from the
web page, and a resource locator for the resource, e.g., the
URL of a web page.

The search results are ranked based on scores related to
the resources identified by the search results, such as infor-
mation retrieval (“IR”) scores, and optionally a separate
ranking of each resource relative to other resources (e.g., an
authority score). The search results are ordered according to
these scores and provided to the user device according to the
order.

In addition, in response to the search request, the filter
subsystem 108 identifies search query filters that are relevant
for the identified resources. The filter subsystem 108 iden-
tifies the search query filters in the form of search query filter
results and returns the search query filter results to the user
devices 106 in the search results page resource. A search
query filter result is data generated by the filter subsystem
108 that can be used to filter the search results that satisfy the
search query to a set of filtered search results that satisfies
the search query and the selected filter.

The user devices 106 receive the search results pages,
including the search query filter results, and render the pages
for presentation to users. In response to the user selecting a
search result at a user device 106, the user device 106
requests the resource identified by the resource locator
included in the selected search result. The publisher of the
web site 104 hosting the resource receives the request for the
resource from the user device 106 and provides the resource
to the requesting user device 106.

In response to the user selecting a search query filter at a
user device 106, the user device 106 requests a set of filtered
search results identified by the resource locators included in
the selected search query filter. The search engine system
110 receives the request for the subset of search results from
the user device 106 and provides the subset of search results
to the requesting user device 106. For example, in FIG. 1, a
set of search results {SR1 . .. SRN} are shown in the search
results page 107a, along with a set of filters {F1 . . . F4}.
However, in the search results page 1075, the filters F1 and
F2 are selected by the user on the user device, resulting in
the filtered set of search results {SR1, SR3, . .. SRM}. The
filtered set of search results {SR1, SR3, . .. SRM} are a
proper subset of the search results {SR1 . . . SRN}.

In some implementations, the queries submitted from user
devices are stored in query logs 114. The query logs 114
define search history data that include data from and related
to previous search requests associated with unique identifi-
ers. The query logs 114 can be used to map queries submit-
ted by user devices to resources that were identified in search
results and the actions taken by users when presented with
the search results in response to the queries. In some
implementations, data are associated with the identifiers
from the search requests so that a search history for each
identifier can be accessed. The query logs 114 can also
include selection data that can be used by the search engine
to determine the respective sequences of queries submitted
by the user devices, the actions taken in response to the
queries, and how often the queries have been submitted.
Likewise, the selection data can also be used to determine
for each particular resource the queries for which users find
the resource to be most useful.

Generating Filters from Resource Content

Operation of the system 100 is described with reference to
FIG. 2 below, which is a block diagram 200 of an example
process for generating query filters. For example, the pro-
cess 200 can be performed by the system 100 in response to
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receiving a search query input by a user. The process 200 can
be implemented, for example, in a data processing apparatus
that is used to realize the filter subsystem 108.

The system receives a search query input by a user at a
user device, such as the user device 106 of FIG. 1 (202). The
search query may include one or more terms, e.g., words,
numbers or symbols. In some implementations the process
is invoked only when the search query is a categorical query,
i.e. a query for which search results are highly indicative of
a particular category, e.g., food, entertainment, etc. For
example, the query “burgers” may be a categorical query
related to one or more of the categories of “dining,” “food,”
and “restaurants,” for example. Categorical queries may be
predefined by the search engine 110, or may be identified at
query time based on, for example, a dominant intent derived
from the content of responsive resources.

The system performs a corpus search in order to deter-
mine a set of resources that are responsive to the received
search query (204). The corpus may be a collection of
available resources and text found at a number of publisher
websites, for example the publisher websites 104 and
resources 105 of FIG. 1.

The system identifies responsive resources (206). The
responsive resources are those resources determined to be
responsive to the received search query by at least a thresh-
old measure, e.g., the top 1,000 ranked resources. For
example, in response to receiving the search query “burg-
ers,” the identified set of responsive resources may include
restaurant menus, restaurant reviews and descriptions.

The system mines the responsive resources corpus to
determine an associated set of keywords (208). Each key-
word may include one or more words, numbers or symbols.
For example, upon receiving the search query “burgers,” the
associated set of keywords mined from the responsive set of
resources may include several thousands of nearby food
items available on food menus. In some implementations,
the reviews, descriptions and other metadata can be mined
to find the most frequently used keywords in the corpus of
responsive resources.

The system generates a keyword corpus from the mining
(210). The keyword corpus includes keywords, for example,
the most frequently used keywords in the responsive
resources 206, such as keywords that meet a frequency
threshold relative to the frequencies of other keywords in the
responsive resources.

The keyword corpus can be filtered to generate a set of
candidate keywords according to candidate criteria (211).
Candidate criteria can include queries to which the resources
206 are responsive. For example, for the resources respon-
sive to the query “burgers,” the query logs 114 are processed
by the filter subsystem 108 to identify other queries to which
one or more resources are selected at least a threshold rate.
In the example above, for the query “burger,” the resources,
based on the query log 114, may be responsive to the other
queries “guac burgers,” “barbeque burger restaurants,” etc.
Likewise, queries that are determined to be related to the
query “burgers” can also be used. In yet further examples,
the candidate criteria 211 may include additional keywords
corresponding to categorical search queries related to the
search query input by the user 202.

The use of a language model 116, for example, may
facilitate query-similarity findings. Similarities may be
based on stemming, synonyms, and even behavioral indica-
tors, such as similar click patterns for different terms. For
example, the term “guac” may be determined to be similar
to “California style” in the context of restaurants.
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The filtering system 108 can also implement stop word
filtering in order to remove keywords which are not useful
or related to the search query received by the user and/or the
queries from the resources.

The keywords of these queries are compared to the
keywords in the corpus 210 to determine which keywords
should be discarded. For example, the corpus may include
the term “heart healthy.” However, this keyword may not be
in queries, or may be in the queries but at a very low
frequency relative to other keywords. Accordingly, the term
“heart healthy” will not be selected as a candidate keyword.

The system generates a candidate keyword corpus (212).
The candidate keyword corpus includes the set of keywords
generated according to the candidate criteria 211. The can-
didate keyword corpus can be filtered to generate a set of
filter terms according to filter criteria (213). For example,
the candidate keyword corpus may implement a diversity
filter to the candidate keywords. The diversity filter enables
the system to determine filter terms that have a high degree
of diversity in the sets of search results that they represent.
In other examples, the candidate keyword corpus may
implement a term-prominence filter in order to filter out and
remove candidate keywords that only appear in metadata, or
in inconspicuous locations in the corresponding responsive
resource 206.

The system generates a filter term corpus using the filtered
candidate keyword corpus (214). The filter terms in the filter
term corpus may be provided to a user device. The filter
terms may be shown on the user device in some user
interface or interactive format, and used to narrow a search
query in order to lead a user closer towards their end goal.

FIG. 3 is a flow diagram 300 of another example process
for providing query filters. The process 300 can be imple-
mented in a data processing apparatus that is used to realize
the filter system 108.

The filter subsystem 108 receives data identifying a set of
resources that are determined to be responsive to a search
query (302). In some implementations, the search query may
be a categorical query. The set of resources can include
HTML pages, electronic documents, image files, video files,
audio files, and feed sources which may include embedded
information, e.g., meta information and hyperlinks. For
example, a user may have input the query “burgers” and the
filter subsystem 108 may in turn receive data identifying a
set of HTML pages or electronic documents including
reviews, descriptions and other meta information pertaining
to nearby food items available on food menus.

The filter subsystem 108 extracts a first set of keywords
from the contents of the set of resources (304). A keyword
can include one or more words, symbols or numbers that are
associated with the search query. For example, the first set
of keywords may include a set of words, symbols or
numbers that occur most often in the contents of the set of
resources that are determined to be responsive to the search
query.

The filter subsystem 108 determines a set of candidate
filters from the first set of keywords (306). Each candidate
filter is derived from one or more of the keywords in the first
set of keywords. The set of candidate keywords are a proper
subset of the first set of keywords.

For example, in some implementations, the filter subsys-
tem 108 may determine a set of candidate filters from the
first set of keywords by determining a set of queries from the
resources in the set of resources, where each query in the set
of queries is a query for which at least one of the resources
has been selected by a user. For example, a top-ranked
resource may be highly relevant to the queries “guac burg-
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ers” and “whiskey barbeque burgers.” Thus, the queries
“guac burgers” and “whiskey barbeque burgers” may be
used as candidate selection criteria.

In other implementations, the filter subsystem may deter-
mine a set of candidate filters from the first set of keywords
by determining a set of queries from the first query where
each query in the set of queries is a query that is determined
to be related to the first query. For example, a user may have
input the search query “burgers,” and the filter subsystem
108 may determine that the search query “hotdogs™ is
related to the search query “burgers” and include the search
query “hotdogs” in the set of candidate selection criteria.
Processing related queries to identify candidate filters is
described in more detail with reference to FIG. 4 below.

The candidate filters are determined by removing, from
the first set of keywords, keywords that are determined to
not be relevant to the candidate set of queries from the
resources and/or queries related to the received query. The
keywords may be determined to be relevant to the query
keywords based on an exact match, or based on meeting a
similarity threshold to the query terms. For example, a
keyword “guacamole” will be relevant to the query keyword
“guac,” as the two keywords are determined to be similar.
Again, as described above, the use of a language model 116
may facilitate query-similarity findings based on stemming,
synonyms, behavioral indicators, and other semantic and/or
behavioral data that indicate a similarity of terms or con-
cepts.

The filter subsystem 108 determines a set of query filters
from the set of candidate filters (308). In some implemen-
tations, each query filter in the set of query filters meets a
diversity threshold that is indicative of a filtered set of
content resulting from applying a query filter to the set of
resources and a filtered set of content resulting from apply-
ing another query filter to the set of resources meeting a
difference threshold. For example, the set of candidate filters
may include the keywords “guacamole” and “guac.” The
system may determine that the set of content resulting from
applying the query filter “guacamole” to the set of resources
for the search query “burgers” may be similar, if not
identical, to the set of content resulting from applying the
query filter “guac” to the set of resources for the search
query “burgers.” Upon determining that the filtered sets of
content resulting from applying the query filters “guaca-
mole” and “guac” do not meet a difference threshold, the set
of query filters will not include both query filters “guaca-
mole” and “guac.”

The filter subsystem 108 provides the set of query filters
for display on a user device and with content results that
identify content in the set of resources in response to the first
query (310). For example, the set of query filters may be
displayed in a user interface such as the user interface 107a
described with reference to FIG. 1. The user interface may
be presented to users in response to a user-input query, in a
web browser or other application that is capable of providing
users with a query feature, e.g., in search results pages
provided by a search engine that is accessible to users via a
web browser. The user interface includes a query input, one
or more user-selectable query filters, e.g., filters F1-F4, and
a list of content results or search results, e.g., SR1-SRN. The
query input may be a textual field if text queries are input,
or may be a drop location if an image query is input, or may
be any other input that supports a user interaction for a given
input media. In some implementations, each content result in
the list of content results is a search result that identifies a
corresponding resource in the set of resources. In other
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implementations, each content result in the list of content
results is a subset of content included in a resource in the set
of resources.

The filter subsystem 108 receives a selection of one or
more of the query filters from the user device (312). For
example, the filter subsystem 108 may receive information
identifying a selection of the filters F1 and F2, as described
with reference to user interface 1075 of FIG. 1.

The filter subsystem 108 provides a filtered set of content
that identifies a set of content results that is different from an
unfiltered set of content results for display on the user device
(314). The filtered set of content that identifies a set of
content results is a proper subset of the unfiltered set of
content results. For example, as described with reference to
FIG. 1, the filtered subsystem may determine that the query
filters F1 and F2 have been selected, and in response to
determining that the query filters F1 and F2 have been
selected, may provide a different listing of content results
SR1'-SRM".

In other implementations, the user device 106 may filter
results locally on the user device. For example, the user
device may receive a set of N search results, e.g., N being
100, and display subsets of M search results, e.g., M being
10. When a user selects a particular filter, the N filters may
be used to filter the N search results stored at the user device
to modify the displayed search results.

FIG. 4 is a flow diagram of an example process 400 for
determining a set of candidate filters from a set of keywords.
The process 400 can be implemented in a data processing
apparatus that is used to realize the filter subsystem 108.

The filter subsystem 108 determines a set of queries from
the resources in the set of resources that are determined to
be responsive to a first search query (402). Each query in the
set of queries is a query for which at least one of the
resources has been selected by a user.

The filter subsystem 108 determines query stop terms
from the set of queries (404). Each query stop term is a term
in the set of queries having a frequency that meets a query
stop term frequency threshold. In some implementations, the
filter subsystem 108 may use a grammar learned from
common, related, or specified queries to calculate a query
stop term frequency for each of the set of queries. Each
query that achieves or exceeds a predetermined query stop
term threshold may be deemed useless for a query search in
this domain and classified as a query stop term. For example,
a user may input the query “find me cheese and guac
burgers” and the filter subsystem may extract the keywords
“Find me,” “cheese,” “and,” “guac.” The keywords “cheese”
and “guac” may occur in other food-related searches,
whereas the keywords “Find me” and “and,” which do not
identify any types of food, have a higher frequency of
occurrence, e.g., in many cases unrelated to food searches.
The filter subsystem could therefore determine that the
keywords “Find me” and “and” are query stop terms.

The filter subsystem 108 excludes the query stop terms
from the set of candidate filters (406). For example, con-
tinuing with the above example, the filter subsystem may
exclude the terms “Find me” and “and” from the set of
candidate filters.

The system determines informational terms from the set
of queries (408). Each informational term is a term having
a frequency in the set of queries that is less than or equal to
an informational term threshold. Each query that does not
achieve or exceed a predetermined informational term
threshold may be considered useful for a query search in this
domain and classified as an informational term. For
example, continuing the example above, a user may input
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the query “find me cheese and guac burgers” and the filter
subsystem may extract the keywords “Find me,” “cheese,”
“and,” “guac.” The keywords “cheese” and “guac” may
have a lower frequency of occurrence in other query
searches than the keywords “Find me” and “and,” which do
not identify any types of food. The filter subsystem could
therefore determine that the keywords “cheese” and “guac”
are informational terms.

The system includes the informational terms in the set of
candidate filters (410). For example, continuing with the
above example, the filter subsystem may include the terms
“cheese” and “guac” in the set of candidate filters.

The candidate filters found by the processes of FIGS. 3
and 4 may optionally be rated based on the frequency of the
keywords in the keyword corpus 210, and based on term
prominence in the resources, and on other criteria. For
example, the term “Guacamole” may appear often in the
corpus and in title sections. However, the term “beef,” while
also appearing often, may only appear in body sections
subordinate to the titles. Thus the term “Guacamole” may be
rated higher as a candidate filter than the term “beef.”

FIG. 5 is a flow diagram of an example process 500 for
determining a set of query filters from a set of candidate
filters. The process 500 can be implemented in a data
processing apparatus that is used to realize the filter sub-
system 108.

For each candidate query filter in the set of candidate
filters, the filter subsystem applies the candidate query filter
to the set of resources to obtain a corresponding filtered set
of content results (502). For example, the set of candidate
filters may include the candidate query filters “guacamole”
and “guac,” and the filter subsystem may apply both the
candidate query filter “guacamole” and the candidate query
filter “guac” to obtain two corresponding filtered sets of
content results.

The filter subsystem groups a pair of candidate query
filters for which respective filtered sets of content results
meet a similarity threshold that is indicative of the respective
filtered sets of content results being substantially similar
(504). For example, the filter subsystem may determine that
the filtered set of content results resulting from applying the
query filter “guacamole” meets or exceeds a similarity
threshold to the filtered set of content results resulting from
applying the query filter “guac.” The filter subsystem may
therefore group the candidate query filters “guacamole” and
“guac.” In some implementations, the filter subsystem may
select a representative candidate query filter for the group of
candidate query filters.

The filter subsystem determines quality scores for the
candidate query filters based on the locations of the candi-
date query filters in the resources (506). For example, a
candidate query filter that appears in a prominent position of
a resource, such as in the title of a resource, may be assigned
a higher quality score than a different candidate query filter
that appears in meta data associated with the resource.

The filter subsystem determines a set of query filters from
the set of candidate filters (508). The set of query filters are
selected from the set of candidate filters based on the query
filter’s determined quality scores and diversity. As described
above with reference to step 308 of FIG. 3, each query filter
in the set of query filters meets the diversity threshold when
respective filtered sets of content resulting from applying a
respective query filter to the set of resources are sufficiently
different from each other. Again, the set of candidate filters
may include the keywords “guacamole” and “guac.” The
system may determine that the set of content resulting from
applying the query filter “guacamole” to the set of resources
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for the search query “burgers” may be similar, if not
identical, to the set of content resulting from applying the
query filter “guac” to the set of resources for the search
query “burgers”. Thus, only one of the keywords “guaca-
mole” and “guac” would be selected.

Additional Implementation Details

Embodiments of the subject matter and the operations
described in this specification can be implemented in digital
electronic circuitry, or in computer software, firmware, or
hardware, including the structures disclosed in this specifi-
cation and their structural equivalents, or in combinations of
one or more of them. Embodiments of the subject matter
described in this specification can be implemented as one or
more computer programs, i.e., one or more modules of
computer program instructions, encoded on computer stor-
age medium for execution by, or to control the operation of,
data processing apparatus. Alternatively or in addition, the
program instructions can be encoded on an artificially gen-
erated propagated signal, e.g., a machine-generated electri-
cal, optical, or electromagnetic signal, that is generated to
encode information for transmission to suitable receiver
apparatus for execution by a data processing apparatus. A
computer storage medium can be, or be included in, a
computer-readable storage device, a computer-readable stor-
age substrate, a random or serial access memory array or
device, or a combination of one or more of them. Moreover,
while a computer storage medium is not a propagated signal,
a computer storage medium can be a source or destination of
computer program instructions encoded in an artificially
generated propagated signal. The computer storage medium
can also be, or be included in, one or more separate physical
components or media (e.g., multiple CDs, disks, or other
storage devices).

The operations described in this specification can be
implemented as operations performed by a data processing
apparatus on data stored on one or more computer-readable
storage devices or received from other sources.

The term “data processing apparatus” encompasses all
kinds of apparatus, devices, and machines for processing
data, including by way of example a programmable proces-
sor, a computer, a system on a chip, or multiple ones, or
combinations, of the foregoing The apparatus can include
special purpose logic circuitry, e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application specific
integrated circuit). The apparatus can also include, in addi-
tion to hardware, code that creates an execution environment
for the computer program in question, e.g., code that con-
stitutes processor firmware, a protocol stack, a database
management system, an operating system, a cross-platform
runtime environment, a virtual machine, or a combination of
one or more of them. The apparatus and execution environ-
ment can realize various different computing model infra-
structures, such as web services, distributed computing and
grid computing infrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written in any
form of programming language, including compiled or
interpreted languages, declarative or procedural languages,
and it can be deployed in any form, including as a stand
alone program or as a module, component, subroutine,
object, or other unit suitable for use in a computing envi-
ronment. A computer program may, but need not, correspond
to a file in a file system. A program can be stored in a portion
of a file that holds other programs or data (e.g., one or more
scripts stored in a markup language document), in a single
file dedicated to the program in question, or in multiple
coordinated files (e.g., files that store one or more modules,
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sub programs, or portions of code). A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a communication net-
work.

The processes and logic flows described in this specifi-
cation can be performed by one or more programmable
processors executing one or more computer programs to
perform actions by operating on input data and generating
output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special
purpose logic circuitry, e.g., an FPGA (field programmable
gate array) or an ASIC (application specific integrated
circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing actions in accor-
dance with instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto optical disks, or
optical disks. However, a computer need not have such
devices. Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console, a
Global Positioning System (GPS) receiver, or a portable
storage device (e.g., a universal serial bus (USB) flash
drive), to name just a few. Devices suitable for storing
computer program instructions and data include all forms of
non volatile memory, media and memory devices, including
by way of example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto
optical disks; and CD ROM and DVD-ROM disks. The
processor and the memory can be supplemented by, or
incorporated in, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described in this specification can be imple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liquid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, e.g., a mouse or a trackball, by which the
user can provide input to the computer. Other kinds of
devices can be used to provide for interaction with a user as
well; for example, feedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
feedback, or tactile feedback; and input from the user can be
received in any form, including acoustic, speech, or tactile
input. In addition, a computer can interact with a user by
sending documents to and receiving documents from a
device that is used by the user; for example, by sending web
pages to a web browser on a user’s user device in response
to requests received from the web browser.

Embodiments of the subject matter described in this
specification can be implemented in a computing system that
includes a back end component, e.g., as a data server, or that
includes a middleware component, e.g., an application
server, or that includes a front end component, e.g., a user
computer having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any
combination of one or more such back end, middleware, or
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front end components. The components of the system can be
interconnected by any form or medium of digital data
communication, e.g., a communication network. Examples
of communication networks include a local area network
(“LAN”) and a wide area network (“WAN”), an inter-
network (e.g., the Internet), and peer-to-peer networks (e.g.,
ad hoc peer-to-peer networks).

The computing system can include users and servers. A
user and server are generally remote from each other and
typically interact through a communication network. The
relationship of user and server arises by virtue of computer
programs running on the respective computers and having a
user-server relationship to each other. In some embodiments,
a server transmits data (e.g., an HTML page) to a user device
(e.g., for purposes of displaying data to and receiving user
input from a user interacting with the user device). Data
generated at the user device (e.g., a result of the user
interaction) can be received from the user device at the
server.

While this specification contains many specific imple-
mentation details, these should not be construed as limita-
tions on the scope of any inventions or of what may be
claimed, but rather as descriptions of features specific to
particular embodiments of particular inventions. Certain
features that are described in this specification in the context
of separate embodiments can also be implemented in com-
bination in a single embodiment. Conversely, various fea-
tures that are described in the context of a single embodi-
ment can also be implemented in multiple embodiments
separately or in any suitable subcombination. Moreover,
although features may be described above as acting in
certain combinations and even initially claimed as such, one
or more features from a claimed combination can in some
cases be excised from the combination, and the claimed
combination may be directed to a subcombination or varia-
tion of a subcombination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain cir-
cumstances, multitasking and parallel processing may be
advantageous. Moreover, the separation of various system
components in the embodiments described above should not
be understood as requiring such separation in all embodi-
ments, and it should be understood that the described
program components and systems can generally be inte-
grated together in a single software product or packaged into
multiple software products.

Thus, particular embodiments of the subject matter have
been described. Other embodiments are within the scope of
the following claims. In some cases, the actions recited in
the claims can be performed in a different order and still
achieve desirable results. In addition, the processes depicted
in the accompanying figures do not necessarily require the
particular order shown, or sequential order, to achieve
desirable results. In certain implementations, multitasking
and parallel processing may be advantageous.

What is claimed is:

1. A computer-implemented method, comprising:

receiving, for a first query, data identifying a set of
resources that are determined to be responsive to the
first query;

extracting, from the set of resources, a first set of key-
words from the contents of the resources that have been
identified as responsive to the first query;
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determining, from the first set of keywords, a set of
candidate filters from the keywords, each candidate
filter derived from one or more keywords in the set of
keywords, and wherein the set of candidate filters are a
proper subset of the first set of keywords, the deter-
mining comprising:
determining, from the set of resources, query stop
terms, each query stop term being a term having a
frequency in a set of queries that satisfies a query
stop term frequency threshold;
excluding, from the set of candidate filters, the query
stop terms in the first set of keywords;
determining, from the set of resources, informational
terms, each informational term being a term having
a frequency in the set of queries that satisfies an
informational term frequency threshold; and
including, in the set of candidate filters, the informa-
tional terms in the first set of keywords;
determining, from the set of candidate filters, a set of
query filters for the first query;
providing, in response to the first query, for display on a
user device and with content results that identify con-
tent in the set of resources, the set of query filters for
the first query;

receiving a selection of a particular query filter of the set

of query filters for the first query; and

in response to receiving the selection of the particular

query filter of the set of query filters, providing, for
display on the user device, a filtered set of content that
identifies a set of content results for the particular query
filter that is different than an unfiltered set of content
results, and that is a proper subset of the unfiltered set
of content results.

2. The computer-implemented method of claim 1,
wherein each content result is a search result that identifies
a corresponding resource in the set of resources.

3. The computer-implemented method of claim 1,
wherein each content result is a subset of content included
in a resource in the set of resources.

4. The method of claim 1, wherein determining, from the
first set of keywords, the set of candidate filters from the
keywords comprises:

determining, from the resources in the set of resources,

the set of queries, each query in the set of queries being
a query for which at least one of the resources has been
selected by a user in response to the query.

5. The method of claim 1, wherein determining, from the
first set of keywords, the set of candidate filters from the
keywords comprises:

determining, from the first query, the set of queries, each

query in the set of queries being a query that is
determined to be related to the first query.

6. The method of claim 1, wherein determining, from the
set of candidate filters, the set of query filters for the first
query further comprises:

determining a quality score for each candidate filter based

on locations of the candidate filter in the resources.

7. The method of claim 1, wherein the informational term
frequency threshold is a maximum threshold.

8. A system, comprising:

a data processing apparatus; and

a non-transitory computer readable medium storing

instructions executable by the data processing appara-
tus and that upon such execution cause the data pro-
cessing apparatus to perform operations comprising:
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receiving, for a first query, data identifying a set of
resources that are determined to be responsive to the
first query;

extracting, from the set of resources, a first set of key-

words from the contents of the resources that have been
identified as responsive to the first query;
determining, from the first set of keywords, a set of
candidate filters from the keywords, each candidate
filter derived from one or more keywords in the set of
keywords, and wherein the set of candidate filters are a
proper subset of the first set of keywords, the deter-
mining comprising:
determining, from the set of resources, query stop
terms, each query stop term being a term having a
frequency in a set of queries that satisfies a query
stop term frequency threshold;
excluding, from the set of candidate filters, the query
stop terms in the first set of keywords;
determining, from the set of resources, informational
terms, each informational term being a term having
a frequency in the set of queries that satisfies an
informational term frequency threshold; and
including, in the set of candidate filters, the informa-
tional terms in the first set of keywords;
determining, from the set of candidate filters, a set of
query filters for the first query;
providing, in response to the first query, for display on a
user device and with content results that identify con-
tent in the set of resources, the set of query filters for
the first query;

receiving a selection of a particular query filter of the set

of query filters for the first query; and

in response to receiving the selection of the particular

query filter of the set of query filters, providing, for
display on the user device, a filtered set of content that
identifies a set of content results for the particular query
filter that is different than an unfiltered set of content
results, and that is a proper subset of the unfiltered set
of content results.

9. The system of claim 8, wherein each content result is
a search result that identifies a corresponding resource in the
set of resources.

10. The system of claim 8, wherein each content result is
a subset of content included in a resource in the set of
resources.

11. The system of claim 8, wherein determining, from the
first set of keywords, the set of candidate filters from the
keywords comprises:

determining, from the resources in the set of resources,

the set of queries, each query in the set of queries being
a query for which at least one of the resources has been
selected by a user in response to the query.

12. The system of claim 8, wherein determining, from the
first set of keywords, the set of candidate filters from the
keywords comprises:

determining, from the first query, the set of queries, each

query in the set of queries being a query that is
determined to be related to the first query.

13. The system of claim 8, wherein determining, from the
set of candidate filters, the set of query filters for the first
query further comprises:

determining a quality score for each candidate filter based

on locations of the candidate filter in the resources.

14. The system of claim 8, wherein the informational term
frequency threshold is a maximum threshold.

15. A non-transitory computer readable medium storing
instructions executable by a data processing apparatus and
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that upon such execution cause the data processing appara-
tus to perform operations comprising:
receiving, for a first query, data identifying a set of
resources that are determined to be responsive to the
first query;
extracting, from the set of resources, a first set of key-
words from the contents of the resources that have been
identified as responsive to the first query;
determining, from the first set of keywords, a set of
candidate filters from the keywords, each candidate
filter derived from one or more keywords in the set of
keywords, and wherein the set of candidate filters are a
proper subset of the first set of keywords, the deter-
mining comprising:
determining, from the set of resources, query stop
terms, each query stop term being a term having a
frequency in a set of queries that satisfies a query
stop term frequency threshold;
excluding, from the set of candidate filters, the query
stop terms in the first set of keywords;
determining, from the set of resources, informational
terms, each informational term being a term having
a frequency in the set of queries that satisfies an
informational term frequency threshold; and
including, in the set of candidate filters, the informa-
tional terms in the first set of keywords;
determining, from the set of candidate filters, a set of
query filters for the first query;
providing, in response to the first query, for display on a
user device and with content results that identify con-
tent in the set of resources, the set of query filters for
the first query;
receiving a selection of a particular query filter of the set
of query filters for the first query; and
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in response to receiving the selection of the particular
query filter of the set of query filters, providing, for
display on the user device, a filtered set of content that
identifies a set of content results for the particular query
filter that is different than an unfiltered set of content
results, and that is a proper subset of the unfiltered set
of content results.

16. The non-transitory computer readable medium of
claim 15, wherein each content result is a search result that
identifies a corresponding resource in the set of resources.

17. The non-transitory computer readable medium of
claim 15, wherein each content result is a subset of content
included in a resource in the set of resources.

18. The non-transitory computer readable medium of
claim 15, wherein determining, from the first set of key-
words, the set of candidate filters from the keywords com-
prises:

determining, from the resources in the set of resources,

the set of queries, each query in the set of queries being
a query for which at least one of the resources has been
selected by a user in response to the query.

19. The non-transitory computer readable medium of
claim 15, wherein determining, from the first set of key-
words, the set of candidate filters from the keywords com-
prises:

determining, from the first query, the set of queries, each

query in the set of queries being a query that is
determined to be related to the first query.

20. The non-transitory computer readable medium of
claim 15, wherein determining, from the set of candidate
filters, the set of query filters for the first query further
comprises:

determining a quality score for each candidate filter based

on locations of the candidate filter in the resources.
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