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Abstract

This dissertation has been organized into three parts. Part I introduces the
mathematical preliminaries. Part II focuses on Berwald spaces, their character-
ization, and (pseudo-)Riemann metrizability. Finally, Part 111 deals with exact
vacuum solutions to Finsler gravity.

In Part II we first develop a new characterization of Berwald spaces and
discuss several applications. One of these is the Berwald condition for («, 3)-
metrics, which we apply to several specific cases of interest: Randers metrics,
(generalized) m-Kropina metrics, and exponential metrics.

Next, we show, by means of a general argument as well as a simple counterex-
ample, that Szabd’s metrization theorem does not generalize to Finsler spaces of
indefinite signature. This important theorem states that the affine connection
on a positive definite Berwald space (smooth on the slit tangent bundle) can
always be understood as the Levi-Civita connection of some Riemannian metric.
In short: every such positive definite Berwald space is Riemann metrizable. In
other signatures, however, or more generally in situations with less smoothness,
we show that the situation is much more complex.

We investigate the class of m-Kropina metrics in detail and obtain several
necessary and sufficient conditions for (local) metrizability. Interestingly, local
metrizability turns out to be equivalent to the property of having a symmetric
(affine) Ricci tensor. The same equivalence holds, trivially, for several other
types of metrics, such as Randers metrics. This observation naturally leads us
to hypothesize that such an equivalence may hold more generally.

Then, using our characterization of local metrizability, we classify all four-
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Abstract

dimensional Ricci-flat, locally metrizable m-Kropina metrics. The latter class of
metrics is of interest in physics since any such metric yields an exact vacuum
solution to Pfeifer and Wohlfarth’s field equation in Finsler gravity. Some of our
results also extend to generalized m-Kropina metrics.

In Part III, we turn our focus completely to exact solutions of the afore-
mentioned field equations in Finsler gravity. We prove that any Finsler metric
constructed solely (but arbitrarily) from a vacuum solution in general relativity,
«, and a covariantly constant 1-form [, is a vacuum solution in Finsler gravity.
This leads to a large class of exact solutions of («, §)-type. For specific types of
(a, B)-metrics, we have stronger results. For Randers metrics, for instance, we
classify all solutions of Berwald type and show that they can all be understood
as Finslerian pp-wave spacetimes.

We then discuss the physical interpretation and the observational signature of
such Finslerian gravitational waves by investigating their effect on interferometric
gravitational wave detectors. Remarkably, we come to the conclusion that this
effect is indistinguishable from that of a standard gravitational wave in general
relativity with the same waveform. Indeed, we compute the expression for the
radar distance—the main observable in interferometer experiments—and find
that it is identical to its general relativistic counterpart.

Finally, we obtain a solution of unicorn (i.e. Landsberg but not Berwald)
type, which is of interest in cosmology. This solution has cosmological symmetry,
i.e. is spatially homogeneous and isotropic, and it is additionally conformally
flat, with conformal factor depending only on the timelike coordinate. It turns
out that, just as in classical Friedmann-Lemaitre-Robertson-Walker (FLRW)
cosmology, this conformal factor can be interpreted as the scale factor of the
universe. Our solution describes a linearly expanding (or contracting) Finslerian
universe.
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Introduction

Since its finalization in 1915, Einstein’s general theory of relativity (GR) has
proven itself as our most successful theory of gravity yet and today it is a cor-
nerstone of modern physics. It has also been clear for a long time, however,
that there is no hope of it being the ultimate answer. Indeed, as illustrated by
the famous Penrose-Hawking singularity theorems, the theory even predicts its
own demise. Besides, while GR is a classical theory, the other forces of nature
and the known types of matter in the universe all behave according to the laws
of quantum mechanics as described in the standard model of particle physics.
In order to have a consistent picture of nature it would thus seem that gravity
ought to be described quantum mechanically as well.

The ‘quantization’ of gravity, often dubbed the holy grail of fundamental
physics, has proven to be an extraordinary challenge. Even though approaches
such as string theory, loop quantum gravity and others have made considerable
progress in this direction, it is fair to say that we still do not have a clue which
of these approaches, if any, is on the right track.

Nevertheless, many of the fundamental approaches to quantum gravity seem
to converge on the idea that local Lorentz invariance may not be fundamental
but rather a low-energy approximation (see [1] for a recent review and references
therein). Experimental searches for Lorentz invariance violation are actively
ongoing as well [1, 2, 3]. Departure from Lorentz invariance has as a direct
consequence that Lorentzian geometry—the geometric foundation of GR—is no
longer adequate as a description of spacetime in certain regimes. This is where
Finsler geometry comes in.

As concisely put by Chern [4], Finsler geometry is just pseudo-Riemannian
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geometry without the quadratic restriction. In other words, it is the natural
extension of pseudo-Riemannian geometry in which the squared line element ds?
is not restricted to be quadratic in the coordinate 1-forms da*. Historically, the
possibility of considering this type of geometry was already discussed by Riemann
in his famous habilitation lecture in 1854 [5, 6]. But the first systematic study
of such spaces appeared only in Finsler’s 1918 PhD thesis [7]. After this, the
theory was developed further by mathematicians such as Cartan, Chern, Rund,
Matsumoto, and many others.

As the initial development of GR took place between 1905-1915, it is only
natural that the theory was formulated on the basis of pseudo-Riemannian geom-
etry, which was already well developed at that time. And when it was found in
the decades that followed that the theory matched experiment to extraordinary
precision, the obvious conclusion was that the theory and in particular its geo-
metric foundation were simply correct. With the knowledge that we have today,
however, and specifically in light of what has been said above, it is natural to con-
sider the possibility that these foundations may need to be revisited. There are
compelling reasons to consider Finsler geometry rather than the more restrictive
Lorentzian geometry as the fundamental geometric framework underlying the
structure of spacetime and gravity.

First of all, while Lorentzian geometry is obviously inadequate in scenarios
with a departure from local Lorentz invariance, it turns out that at the classical
level, virtually any such scenario can be described in terms of a Finsler geometry
on the spacetime manifold [8, 9, 10]; see e.g. [l1, 12, 13] for applications to
specific phenomenological quantum gravity models.

Second, as suggested already in 1985 by Tavakol and Van den Bergh [14, 15,
16], the axiomatic approach to GR by Ehlers, Pirani, and Schild (‘EPS axiomat-
ics’) [17] does not single out Lorentzian geometry—as was widely believed for a
long time—but is compatible with Finsler geometry as well. This was originally
overlooked due to artificially restrictive differentiability assumptions, as recently
(2018) pointed out in [18] and then worked out in detail in [19]. Other axiomatic
approaches also allow for more general types of geometry, see e.g. [20].

And finally, Finsler geometry provides the most general geometric framework
that is compatible with the standard formulation of the clock postulate', which
states that the time measured by a clock between two events is given by the
length of the clock’s spacetime trajectory connecting these events; in this case
the Finslerian length rather than the pseudo-Riemannian length.

"We remark that Weyl geometry, another generalization of Lorentzian geometry, is also
compatible with the clock postulate, but in that case the definition of proper time has to be
revised [21].
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The idea that Finsler geometry might play a role in fundamental physics
has been around at least since 1926 when first attempts were made to unify
gravity with electromagnetism [22, 23, 24]. Several decades later the possibility of
extending GR into the realm of Finsler geometry started being considered [25, 26,
27,28, 29, 30, 31, 32, 33, 34, 35, 36]. But it was only in 2012 that the action-based
approach to Finsler gravity was developed by Pfeifer and Wohlfarth [28, 37].
Structurally, this theory is completely analogous to GR, with the only essential
difference being that the space of allowed metrics is enlarged from Lorentzian
metrics to Finsler metrics. Einstein’s field equation is extended into the realm
of Finsler geometry by means of Pfeifer and Wohlfarth’s field equation, which
is derived from the natural Finsler generalization of the Einstein-Hilbert action
and reduces to Einstein’s field equation in the Lorentzian limit. In the spirit
of Chern, we could say that Finsler gravity is just general relativity without the
quadratic restriction.

Recently (2019), it was discovered [38] that Pfeifer and Wohlfarth’s field
equation is in fact the variational completion [39] of an earlier proposal for a
field equation by Rutz [27], the latter being given simply by the vanishing of the
Finsler-Ricci tensor and derived from—or rather motivated by—the geodesic
deviation equation. That is to say that, while R,, = 0 cannot be obtained as
the Euler-Lagrange expression of an action functional, Pfeifer and Wohlfarth’s
equation is the unique Euler-Lagrange equation that is as close to it as possible,
in a well-defined sense [39]. For reference, in the pseudo-Riemannian setting, the
variational completion algorithm transforms Einstein’s early proposal for the left-
hand side of the field equation—the Ricci tensor R,,—into his final and correct
expression—the Einstein tensor R, — %Rguy—that yields not only the correct
vacuum equation (which is equivalent to R, = 0) but also a consistent matter
coupling [39]. In 2020 the field equations corresponding to the natural Finsler
generalization of the Einstein-Hilbert-Palatini action were investigated as well
[40], and for large and important classes of Finsler spaces (Berwald, Landsberg,
and weakly Landsberg spaces) these were found to be equivalent to Pfeifer and
Wohlfarth’s equation. All this puts the latter on firm ground.

Roughly half of this dissertation, Part 111, is devoted to the study of exact
solutions to Pfeifer and Wohlfarth’s field equation for Finsler gravity, to which
we will come back momentarily. The other half, Part II, is more fundamental in
nature and concerns the characterization and properties of an important class
of Finsler spaces, namely those of Berwald type. Apart from their intrinsic
mathematical interest, such spaces are very relevant also in the context of Finsler
gravity. Indeed, almost all of the solutions to the Finsler gravity field equations
discussed in Part III are of this type.
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A Berwald space is a Finsler space that admits a (necessarily unique) torsion-
free, metric-compatible linear connection on the tangent bundle, akin to the
Levi-Civita connection of a pseudo-Riemannian metric. Such spaces may be
thought of as being just slightly more general than pseudo-Riemannian man-
ifolds. While various characterizations of Berwald spaces are known [41], we
present here a novel characterization in terms of an arbitrary auxiliary pseudo-
Riemannian metric and use it to obtain, in particular, a very useful necessary and
sufficient Berwald condition for («, §)-metrics—Finsler metrics constructed from
a pseudo-Riemannian metric @ and a 1-form § (Chapter 5). We then apply this
result to several specific (a, §)-metrics of interest such as Randers metrics, ex-
ponential metrics, and (generalized) m-Kropina metrics, obtaining novel results
as well as neatly reproducing some well-known ones.

For any Berwald space, one can ask the natural question of whether its
canonical torsion-free metric-compatible connection can be understood as the
Levi-Civita connection of some auxiliary pseudo-Riemannian metric. This will
be referred to as the question of (pseudo-)Riemann metrizability or just metriz-
ability. Simply put: is any Berwald space metrizable? For positive definite
Finsler spaces that are smooth on the entire slit tangent bundle the answer, due
to Szabo [412], is well-known and affirmative: the affine connection on any such
Berwald space is the Levi-Civita connection of some Riemannian metric. How-
ever, in alternative signatures like Lorentzian signature, this question remains
almost completely unexplored. We demonstrate here that Szabo’s metrization
theorem does not extend to the general setting (Chapter 6). In particular, it does
not hold in Lorentzian signature. For the class of m-Kropina metrics, we ana-
lyze the question of metrizability in detail and we obtain precise necessary and
sufficient conditions for local metrizability. We also classify all Ricci-flat, locally
metrizable m-Kropina spaces. Since any Ricci-flat Berwald space is automati-
cally an exact solution to Pfeifer and Wohlfarth’s field equation, this classification
has important implications for Finsler gravity.

And that leads us naturally into Part III, which is devoted to the study
of exact solutions to Pfeifer and Wohlfarth’s field equation for Finsler gravity.
Any solution to Einstein’s field equation is trivially also a solution in Finsler
gravity, but not many exact, properly Finslerian solutions are known as of yet.
Prior to the contributions on which this dissertation is based, the only ones
known in the literature were the (m-Kropina type) Finsler pp-waves [43] and
their generalization as very general relativity (VGR) spacetimes [44]. Here we
will extend the list considerably.

Most of the solutions that we present and investigate are of Berwald type
(Chapter 8). First, we introduce a large class of general Berwald («, 3)-type solu-
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tions; we prove that if the pseudo-Riemannian metric « is chosen to be a general
relativistic pp-wave and 8 the corresponding canonical covariantly constant null
1-form, then any Finsler metric constructed from these two building blocks will
be an exact vacuum solution. This yields a wide range of Finsler metrics that
generalize the well-known pp-waves from GR as well as the (m-Kropina type)
Finsler pp-waves obtained in [43].

For Randers metrics—the most abundant type of (a, §)-metric—we prove
that Pfeifer and Wohlfarth’s field equation is in fact equivalent to Rutz’s equa-
tion, i.e. the vanishing of the Finsler-Ricci tensor. Using this fact, we (locally)
classify all exact vacuum solutions of Berwald-Randers type. Completely analo-
gous results hold for what we call the modified Randers metric—a small modifica-
tion of the standard Randers metric that we introduce because of its satisfactory
causal properties.

A natural question that arises is how such spacetimes should be inter-
preted physically, and in particular, whether and how they can be physically
distinguished from their general relativistic counterparts, given by the pseudo-
Riemannian metric «. To answer this question, we apply a two-fold lineariza-
tion scheme to our class of (a, #)-metric solutions. We find that the linearized
solutions may be interpreted as Finslerian gravitational waves, and we study
their observational signature (Chapter 9). More precisely, we ask the question
of what would be observed in a gravitational wave interferometer when such a
Finslerian gravitational wave passes the earth, and what would be the difference
with a classical general relativistic gravitational wave. To this end, we compute
the Finslerian radar distance—the main observable measured by interferometers.
Remarkably, when interpreted correctly, the result turns out to be completely
equivalent to its GR counterpart [45]. In other words, gravitational wave in-
terferometers simply do not have the ability to distinguish this type of Finsler
gravitational waves from the standard ones in GR. We discuss the implications
of this result.

Finally, in the last chapter, we present a class of exact solutions of unicorn
type (Chapter 10). Above, we already introduced Berwald spaces, roughly speak-
ing, as those Finsler spaces that are only ‘slightly’ more general than pseudo-
Riemannian manifolds. One might say that by going up one level in general-
ity, one arrives at the class of Landsberg spaces. Every Berwald space is also
Landsberg, but whether or not the opposite is true has been a long-standing
open question in the field, provided one adheres to the most strict definition of
a Finsler space. Bao has called these non-Berwaldian Landsberg spaces ‘[...]
unicorns, by analogy with those mythical single-horned horse-like creatures for
which no confirmed sighting is available,” [46] and Matsumoto stated in 2003



Introduction

that they represent the next frontier of Finsler geometry [46]. In the last two
decades, some examples of unicorns have been obtained by Asanov [47], Shen
[48], and Elgendi [49] by slightly relaxing the definition of a Finsler space. Here
we present a new exact vacuum solution to Pfeifer and Wohlfarth’s field equation
which is a unicorn that falls into one of the classes introduced by Elgendi. This
solution has cosmological symmetry, i.e. is spatially homogeneous and isotropic,
and it is additionally conformally flat, with conformal factor depending only on
the timelike coordinate. We show that, just as in classical Friedmann-Lemaitre-
Robertson-Walker (FLRW) cosmology, this conformal factor can be interpreted
as the scale factor of the universe; we compute this scale factor as a function
of cosmological time, and find that it corresponds to a linearly expanding (or
contracting) Finslerian universe.
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Organization of this dissertation

This dissertation is organized into three parts. The following is a concise sum-
mary of their contents.

o In Part [ we introduce the necessary mathematical preliminaries (Chap-
ter 1-4).

e In Part II we present our results pertaining to the characterization of
Berwald spaces and their metrizability.

— Chapter 5 covers the characterization of Berwald spaces.

— Chapter 6 covers metrizability.
e In Part I1I we present our results concerning exact solutions to Pfeifer and
Wohlfarth’s field equation in vacuum.

— Chapter 7 is an introduction to Finsler gravity and reviews the field
equation, some of its properties, and its motivation and derivation.

Chapter 8 contains our exact solutions that are of Berwald type.

— Chapter 9 is concerned with the physical interpretation and observa-
tional signature of the solutions obtained in Chapter 8.

— Chapter 10 exhibits our cosmological unicorn solutions.

Moreover, each part has an accompanying introduction that is somewhat more
specific than the general introduction given above.






Part 1

Preliminaries






Introduction to Part |; Preliminaries

The purpose of Part I is to develop the mathematical prerequisites that are
necessary to properly understand Part Il and Part III. We assume familiarity
with pseudo-Riemannian geometry (see e.g. [50, 51, 52]) and standard concepts
in differential geometry such as connections on vector bundles (see e.g. [53, 54,
55]), but we provide a reasonably self-contained exposition of Finsler geometry,
starting with the fundamentals in Chapter 1. Here we introduce the definition of
a Finsler space, of geodesics, and we introduce the pullback bundle 7*T'M and
its associated tensor bundles, leading to the notion of a Finsler tensor field.

We then go on to review the topic of nonlinear (Ehresmann) connections
in Chapter 2, we introduce the associated notions of curvature, torsion, and
metric-compatibility, and we prove the existence and uniqueness of a torsion-free
metric-compatible homogeneous nonlinear connection associated with a Finsler
metric, generalizing the Levi-Civita connection. We then introduce the Finsler-
Ricci curvature and the dynamical covariant derivative, which both appear in
the Finsler gravity field equations.

In Chapter 3 we review the theory of linear connections on the pullback bun-
dle 7*T'M and in particular their torsion and metric-compatibility, we introduce
the Chern-Rund and Berwald connections associated with a Finsler metric, and
we discuss geodesic deviation. The latter will be used as motivation for the field
equations.

Finally, Chapter 4 discusses Berwald spaces, Landsberg spaces, and unicorns,
i.e. non-Berwaldian Landsberg spaces. These notions are very relevant as Part 11
is centered around Berwald spaces, and many of the solutions to the Finsler
gravity field equations discussed in Part I1I are of this type. The only exception

11



is our cosmological unicorn solution which, as the name suggests, is of unicorn

type.
Our exposition of the material is based on a wide range of literature. For
further reference, we refer to [56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 36, 66, 67, 41].
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CHAPTER 1

Fundamentals of Finsler Geometry

After briefly outlining some of our notational conventions, we start by introduc-
ing Finsler metrics, Finsler Lagrangians, Finsler spaces, and notions such as the
Finslerian length of a curve, the fundamental tensor, the Cartan tensor, and
Euler’s theorem and some of its immediate consequences. We then introduce
geodesics as critical points of some ‘energy’ functional. Although an alternative
equivalent definition can be given in terms of autoparallel (‘straight’) curves of
some connection, which is perhaps more intuitive', the one given here can be
stated without any reference to a connection and hence it will be our starting
point. The equivalence with autoparallel curves will be discussed in detail in
the next two chapters. Finally, we introduce the pullback bundle 7#*TM, its
associated tensor bundles, and the notion of a Finsler tensor field.

1.1 Notation and conventions

Not only in this chapter, but throughout the dissertation we will often work in
local coordinates. Given a smooth manifold M of dimension n we will always
assume that some chart ¢ : U C M — R" is provided, and we will effectively

'Mathematically, this is merely a matter of taste. In the context of relativity, on the other
hand, the definition in terms of autoparallel curves is the physically relevant one. This is
because gravity is understood not to be a force and hence the trajectories of freely falling test
particles should be the straightest possible lines through the curved spacetime geometry, i.e.
autoparallels, i.e. geodesics.

13



Chapter 1. Fundamentals of Finsler Geometry

identify any p € U with its image z = (2!,...,2") = ©(p) € R" under . If

p € U then each X, € T,M can be written as X, = yi(?i’p = 2'0; (we will

often be sloppy and suppress the dependence on the point p), where the tangent

vectors 0; = z‘% make up the coordinate basis of T),M. This decomposition

provides natural local coordinates on the tangent bundle T'M via the chart
@ZTU%R” x R™, @(p,Y) = (Qo(p)vylv""yn) = (az,y), (1'1)
where TU is given by

TU = |J {p} x T,M c TM. (1.2)
pelU

These local coordinates on T'M in turn provide a natural basis {9;, 51}211,1 of
its tangent space T{,,)T'M at (z,y), where we define

9 _ 9
0= 55, 0= 5.5

(1.3)

The space of smooth functions on M will be denoted by C°°(M) and the space
of smooth vector fields on M by X(M). Given a vector bundle 7 : E — M over
M, we denote its space of smooth sections by I'(E).

Finally, we will use the notation dz‘dz’ for the symmetrized tensor product
of 1-forms, i.e. dz'da’/ = J(da’ ® da/ + da? ® da?), and whenever we work in
Lorentzian signature we will adhere to the sign convention (—,+,...,+) unless
otherwise specified.

1.2 Finsler spaces

Let M be a smooth manifold. A conic subbundle of TM is an open subset
A C TM which is conic in the sense that (z,\y) € A for any (z,y) € A and
A > 0, and which satisfies 7(A) = M, where 7 : TM — M is the canonical
projection of the tangent bundle. The latter property says that the fibers A, of
A are nonempty.

Definition 1.2.1. A Finsler Lagrangian on a conic subbundle A is a smooth
map L : A— R such that

e F is positively homogeneous of degree two:

L(z,\y) = N2 L(z,y), YA>0; (1.4)

14



1.2. Finsler spaces

o The fundamental tensor, with components g;; = 5153 (%L), is nondegen-
erate.

In Section 1.4 we will see that g;; is indeed a (Finsler) tensor field.

Any pseudo-Riemannian metric a = aijdxidxj on M induces a quadratic
Finsler Lagrangian L = a;;(z)y'y’ on A = TM with fundamental tensor g;; =
ai;. We say that such a Finsler Lagrangian L is pseudo-Riemannian. In fact, it is
easy to see that a Finsler Lagrangian is pseudo-Riemannian if and only if (iff) it
is quadratic (in y) iff its fundamental tensor has no directional dependence,
gij = gij(z). In such a situation the theory reduces to pseudo-Riemannian
geometry. By extension, we will also say that L is pseudo-Riemannian if there
exists a finite cover {4;}; of A such that L is quadratic on each A;. For example,
a Lagrangian such as L = |a;;y'y’| on A = {(z,y) € TM : a;j(z)y'y’ # 0} will
also be called pseudo-Riemannian. If no such cover exists, then we say that
L is properly Finslerian. It turns out that any Finsler Lagrangian defined on
A = TM must be pseudo-Riemannian. In the properly Finslerian case, the
largest possible domain one can hope for is given by A = T'Mj, the slit tangent
bundle,

TMy = {(x,y) €e TM : y#0}. (1.5)

Even though it is the 2-homogeneous Finsler Lagrangian that enters in most
(but not all) formulas in Finsler geometry, it is useful to independently define a
similar 1-homogeneous object, the Finsler metric.

Definition 1.2.2. A Finsler metric on a conic subbundle A is a smooth map
F: A— R such that

e F is positively homogeneous of degree one:

F(z,\y) = AF(z,y), YA>0; (1.6)

o The fundamental tensor, with components g;; = 515] (%FQ), is nondegen-
erate.

The length of a curve v : (a,b) — M is then defined as®

= [IFamsoa,  a=9 17)

2Strictly speaking the length of « is defined only when 4()\) € A for all a < A < b.
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Chapter 1. Fundamentals of Finsler Geometry

The homogeneity condition (1.6) ensures that this length is invariant under
(orientation-preserving) reparameterization.

Note that the two definitions 1.2.1 and 1.2.2 are not equivalent. Any Finsler
metric has a canonical Finsler Lagrangian L = F? associated with it and, con-
versely, from any Finsler Lagrangian on A one may define a canonical Finsler
metric F = /][L] on AN {L # 0}. However, both of these correspondences
F + L are neither injective nor surjective. That said, it is fair to say that Defi-
nition 1.2.1 is the more general definition of the two, as in most applications one
only cares about L and not (the sign of) F'. If so, one could choose to restrict
the analysis to Fisler metrics that satisfy F' > 0, which is typically done. In that
case the correspondence F +— L = F? is injective and with this identification,
nonnegative Finsler metrics form a subclass of Finsler Lagrangians. Neverthe-
less, we will see several times throughout this dissertation that it can be useful
to allow F' to vary in sign, which is why we incorporate Definition 1.2.2 as well.

Definition 1.2.3. A Finsler space or Finsler manifold is a triple (M, A, L) or
(M, A, F).

We will sometimes omit the specification of A and say, loosely speaking, that F'
is a Finsler metric on M and L a Finsler Lagrangian on M. We say that F' or
L is positive definite if g;; is positive definite, and more generally that I’ or L
has a certain signature if g;; has that signature. We remark that in the positive
definite setting, a Finsler space is most often defined as a triple (M, A, F'), where
A = TMy and F is a Finsler metric in the sense of Definition 1.2.2 with the
additional requirement that I > 0 and that g;; be positive definite. In other
signatures such as Lorentzian signature, however, many important examples have
a domain A which is strictly smaller and cannot be extended to T'Mj.

Next, we recall a classical result, known as Euler’s theorem for homogeneous
functions (stated in a somewhat atypical way). A smooth function f: U — R
on an open set U C R" is said to be (positively) homogeneous of degree k or
simply k-homogeneous if f(\y) = A f(y) for all A > 0. If f is a function on a
conic subbundle A C T'M then, as a matter of speaking, we will say that f is
k-homogeneous if it is k-homogeneous in its y-dependence.

Theorem 1.2.4 (Euler’s Theorem [56]). Let f : A — R be a smooth, k-
homogeneous function on a conic subbundle A C TM. Then

This result has a central importance in Finsler geometry. For example, since the
Finsler Lagrangian L is 2-homogeneous, Euler’s theorem implies that it can be
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1.3. Geodesics

written as
L= gijy'y’. (1.9)
The Cartan tensor (or Cartan torsion) is defined by its components
Cijk = 30,951 = 10,0;0, L. (1.10)

Note that Cj;i is completely symmetric. As a second application of Euler’s
theorem, the fact that g;; is 0-homogeneous implies that

Y Cijk = v Cijp = y"Ciji, = 0. (1.11)
The mean Cartan tensor (or torsion) is the trace of the Cartan tensor,
Cr = g7 Cijp. (1.12)

Rather than taking the Finsler metric F' as the fundamental object, one could
equivalently start from the fundamental tensor, but then one needs an additional
axiom to guarantee that g;; is the Hessian of some scalar function, namely the
constraint that the Cartan tensor associated with g;; be fully symmetric. More
precisely (see e.g. [65]) we have the following.

A symmetric and nondegenerate collection of smooth, 0-homogeneous, func-
tions gi; : A — R on a conic subbundle A makes up the fundamental tensor of
a Finsler Lagrangian if and only if the associated Cartan tensor is completely
symmetric.

1.3 Geodesics
The simplest way to define the notion of geodesics directly from the Finsler
function or Lagrangian is via a variational approach. Let 7 : [a,b] — M be a

curve in a Finsler space such that 4(A) € A for all A. Then we say that v is a
geodesic if it is a critical point of the ‘energy’ functional

Bh] = [ LGO)50) ax (113
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Chapter 1. Fundamentals of Finsler Geometry

which is the case iff it is a solution to the Euler-Lagrange equations

oL d oL _
ort  dtoyt

0, (1.14)

evaluated along (z,y) = (y(¢),7(t)). Using (1.11) it is straightforward to show
that Equation (1.14) is equivalent to the geodesic equation,

4 GH g =0, (1.15)
where the geodesic spray coefficients
G*(x,y) = 7i(z, y)y'y’ (1.16)
are defined in terms of the so-called formal Christoffel symbols®
v = 39" (9igej + 059i0 — Ougi) - (1.17)

We will also refer to G¥ simply as the geodesic spray. Note the resemblance to the
Christoffel symbols of the Levi-Civita connection in Riemannian geometry. The
term ‘formal’ refers to the fact that the vfj are not really the Christoffel symbols
of a well-defined connection on T'M, except when L is pseudo-Riemannian, in
which case they are just the Christoffel symbols of the Levi-Civita connection.
In Chapter 2 we will see that geodesics can also be characterized as autoparallel
curves of a canonical connection that generalizes the Levi-Civita connection. We
also note that geodesics are critical points of the length functional (1.7) as well.

1.4 Finsler tensor fields

Apart from tensor fields on M and tensor fields on A C TM in the standard
sense, many of the geometric objects of interest in Finsler geometry are tensor
fields on M ‘with dependence on both position and direction’. Examples we
have seen so far are the fundamental tensor g;; and the Cartan tensor Cjjj.
For a careful treatment of such tensors, it is useful to introduce the so-called
pullback bundle 7*T'M. A direction-dependent vector field can then be defined
as a section of this bundle, and a direction-dependent tensor field as a section
of an associated tensor bundle. We will call such objects Finsler tensor fields.

3It is a matter of coincidence that both the formal Christoffel symbols and the curve under
consideration are represented by the symbol « here. The formal Christoffel symbols are defined
independently of any curve.
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1.4. Finsler tensor fields

This formulation in terms of the pullback bundle will also allow us to easily
define covariant derivatives of such tensor fields; both linear covariant derivatives
(Chapter 3) as well as the so-called dynamical covariant derivative arising from
the canonical nonlinear connection on a Finsler space (Chapter 2).

1.4.1 The pullback bundle ©*T'M

Given any vector bundle 7 : E — M over a smooth manifold M and a smooth
map f : N — M, where N is another smooth manifold, one can define the
pullback bundle f*FE, which is a smooth vector bundle over N. More precisely,
the pullback bundle is the vector bundle 7’ : f*E — N, where the total space is
defined as

F'E={(n,e) €N x E| f(n) =m(e)} € N x E, (1.18)

and the projection is defined as 7’(n,e) = n.

Consider now the special case where E is the tangent bundle, 7w : TM — M
the canonical projection, and f its restriction f = 7|4 : A — M to some conic
subbundle A C TM. Then the construction yields a vector bundle on A, denoted
by 7*T'M, and to which we will refer as the pullback bundle.

1.4.2 Vector fields and tensor fields
As already alluded to above, we shall adopt the following definition.

Definition 1.4.1. A Finsler vector field (or anisotropic vector field) is a section
X e I'(m*TM) of the pullback bundle.

Let us check that this definition agrees with our intuitive notion of a Finsler
vector field as a vector field with a dependence on both position and direction.
By construction, the fiber 7*T'M(, , at (x,y) is canonically isomorphic to the
vector space T, M, so we may think of 7*T'M as the vector bundle constructed
by erecting a copy of T, M, the fiber, at each point (z,y) € A. Given a vector
field X on M, one can define a corresponding Finsler vector field X by setting
)A((%y) = X,, using the identification discussed above. If we take for X the local
coordinate basis vectors 9;, then the corresponding Finsler vector fields d; form
a basis for the fibers 7*T'M(, ,). By some abuse of notation, we will drop the hat
and denote these simply by 0; as well. Finsler vector fields X € I'(7*TM) can
therefore be represented locally as X = X*(x,y)d;, justifying their definition as
vector fields with a dependence on both position and direction. As usual, X is
smooth if and only if its component functions X(x,%) are smooth.
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Chapter 1. Fundamentals of Finsler Geometry

From here the route to defining general Finsler tensor fields is straightfor-
ward. Skipping some of the technical details (which can be found in e.g. [57]),
the idea is to define the dual bundle (7*1'M )*—which is in fact isomorphic to the
pullback of the cotangent bundle T*M along the same map f = w|q: A — M
that we used earlier—and consider tensor products of 7*TM and (7*T'M)*.

Definition 1.4.2. A Finsler tensor field (or anisotropic tensor field) of type
(k,1) is a section of the tensor bundle

TTM®- - @m"TMQ (" TM)*®--- @ (r*TM)*. (1.19)

k times 1 times

The space of smooth Finsler (k,l)-tensor fields will be denoted by T,*(7*TM).

Equivalently, a Finsler (k, [)-tensor field T’ may be regarded as a C°°(.A)-multilinear
map

T:(n*TM)" x - x (a"TM)* x7*TM x --- x 7*TM — C*®(A), (1.20)

k times [ times

and locally it can be expressed as

where the Finsler 1-forms dz’ are defined in a way analogous to the Finsler

vector fields 9; and where the components 7% % ; . (x,y) are functions on A

that behave in the standard way under coordinate transformations, namely
oz 0z 9x™ ox™

T“'“zk]jn-jl = Gy Ce D% OFi ce BE Tml...mknl,.,nz- (122)

Finally, by convention, we define a Finsler (0, 0)-tensor field to be just a function
f:+ A — R. Since we will be dealing with Finsler tensor fields a lot, we will
often refer to them simply as tensor fields, and similarly for Finsler vector fields,
etc. To distinguish Finsler tensor fields from conventional tensor fields on M, we
will sometimes refer to the latter as classical tensor fields in case the distinction
is important. Under the relevant identifications, a classical tensor field may be
regarded as a Finsler tensor field whose components depend only on z and not
on y.
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CHAPTER 2

Nonlinear Connections on A C T'M

Nonlinear connections are an essential ingredient in the study of Finsler geom-
etry, as they allow for a generalization of the Levi-Civita connection to Finsler
spaces. The name is somewhat misleading, though, as it is perfectly possible
for a nonlinear connection to be linear. It would be more accurate to call them
not-necessarily-linear connections, but we’ll stick to the standard terminology.
Below we start by briefly recalling the definition of a nonlinear connection in
terms of horizontal distributions and the corresponding notion of parallel trans-
port. Then we discuss the notions of curvature, torsion, and compatibility with a
Finsler metric, and we prove that, given any Finsler metric there exists a unique
homogeneous, torsion-free, and metric-compatible nonlinear connection. We end

the chapter by introducing the dynamical covariant derivative on Finsler tensor
fields.

2.1 Horizontal distributions and parallel transport

2.1.1 Horizontal distributions

A nonlinear (or Ehresmann) connection on a conic subbundle A C T'M, later to
be identified as the domain of a given Finsler metric, is a smooth decomposition
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Chapter 2. Nonlinear Connections on A C TM

of the tangent bundle T'A into a horizontal and a vertical subbundle’,
TA=HA® VA, (2.1)

where @& denotes the Whitney sum of vector bundles. The vertical subbundle
V A is canonically defined on any smooth manifold as

VA = ker(dr) = span {5;} (2.2)

in terms of the vertical coordinate vector fields (or vertical derivatives) d;, but
in general, there is no preferred choice of the horizontal subbundle. A nonlinear
connection is thus simply a specification of this horizontal subbundle HA. In a
given chart, the latter can be represented as

HA= span {(51} s (51 = (‘92 — Njiaj, (23)

for a collection of smooth functions N]’f(as, y), i,j=1,...,n=dim M on A (or,
strictly speaking, rather on the induced chart on A), known as the connection
coefficients. The §; are called horizontal coordinate vector fields® or horizon-
tal derivatives. The connection coefficients have the following transformation
behavior under coordinate transformations on M:

oy 0aF 0z 9aF 9%

ko _ el e~
NG =N 55 005 T 0 awiow ¥ (2.4)

Conversely, any choice of smooth local functions N ]’(x, y) satisfying (2.4) defines
a nonlinear connection.

Once a connection has been specified one can introduce the notions of hor-
izontal and vertical vector fields. These are special types of vector fields on A.
We say that a smooth vector field X € X(A) is horizontal and write X € X"(A)
if X(4,) € H(gy)A for all (z,y) € A. Similarly, we say that a smooth vector field
X € X(A) is vertical and write X € X"(A) if X, € V(A for all (z,y) € A.

'For alternative equivalent definitions, see [40] and references therein.

2Note that, strictly speaking, the &; are not themselves coordinate vector fields on TM in
the usual sense of the word (this is prohibited by the Frobenius theorem unless the curvature
of the connection vanishes). The terminology is nevertheless natural here, though, as the §; are
the horizontal lifts of the coordinate vector fields 9; on M.
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2.1. Horizontal distributions and parallel transport

2.1.2 Parallel transport

A nonlinear connection provides a very general means of defining parallel trans-
port of vectors along curves and it leads in particular to the notion of autoparallel
(i.e. ‘straight’) curves. Parallel transport of a vector field V' along a curve -y on
M is characterized® by the requirement that the rate of change V along 7 be
horizontal, i.e. V € HA. Here we identify V with the curve ¢t — (y(t), V(v(t)))
in A C TM and hence in general we have

V=4vHw) =G 4V V) =49, + V|, e TTM.  (2.5)
We can decompose this as
V(1) =40, + (Ni(v, V) + V) i, (2.6)

in terms of horizontal and vertical coordinate vector fields and hence V is parallel
transported along ~ iff it satisfies the parallel transport equation,

Vi Ni(y, V)4 =0, (2.7)

Notice that parallel transport can be defined only as long as V(t) stays in A.
An autoparallel curve, or just autoparallel, is a curve whose tangent vector field
is parallel transported along the curve itself. Hence, setting V =+, a curve = is
an autoparallel if and only if it satisfies the autoparallel equation,

A 4+ Ni(v, %4 =0. (2.8)

Assuming for the moment that A = T'M it is easy to see from (2.7) that parallel
transport is linear in V if and only if N, J’ is linear in V. Therefore we say that
a connection is linear if its connection components are linear in the tangent
space coordinates, i.e. NF(x,y) = I‘fj(:r)y] Even if A is not a linear space, the
condition NF(z,y) = I‘fj(x)yj for all (z,y) € A allows one to canonically extend
the nonlinear connection to A = T'M, so it still makes sense in this case to say
the connection is linear, hence we will do so. If the connection is linear then,

as a result of (2.4), the functions Ffj are the Christoffel symbols® of a linear

3Here we follow e.g. [57]. We note that some authors (see e.g. [58]) choose to define parallel
transport in a different way, namely by requiring a priori that parallel transport should be
linear, which then leads to the alternative parallel transport equation V* + Nj (v, &)Vj =0,
where 4 and V are interchanged in the second term with respect to (2.7). In certain specific
situations, this description has its advantages, but in general, it seems less natural to us.

4Sometimes the term Christoffel symbols is reserved for the connection coefficients of the
Levi-Civita connection. For us, the term will apply to the connection coefficients of any linear
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Chapter 2. Nonlinear Connections on A C TM

(Koszul) connection on T'M, i.e. an affine connection on M, in the standard
sense. Thus, essentially, a linear nonlinear connection (excuse the terminology)
is nothing but a linear Koszul connection and we will indeed identify the two
whenever no confusion is possible. In such a case, (2.8) reduces to the familiar
autoparallel equation of the corresponding Koszul connection,

4+ T (A4 =0. (2.9)

Similarly, we say that a nonlinear connection is positively homogeneous of degree
1, or simply homogeneous, if NF(x, \y) = ANF(z,y) for all A > 0. This definition
makes sense since A is conic, by definition.

2.2 Curvature, torsion and metric compatibility

It is the goal of this section to introduce the notions of curvature, torsion, and
metric-compatibility for nonlinear connections on A C T'M. To this end, we first
recall the definitions of the horizontal and vertical lift of a vector field. To any
(classical) vector field on the base manifold M, we can assign both a horizontal
and a vertical (classical) vector field on .A. The horizontal lift X" of a vector field
X € X(M) is the horizontal vector field X € X(.A) defined by linear extension
of 0; — 0;, i.e. if X = X?0; then

Xh = Xig;, (2.10)

where the components X? are now interpreted as functions of = and y; technically
we should write X" = (X% o 7)d; but we will usually omit the projection 7.
Similarly, the vertical lift XV € X(A) of X is defined by linear extension of
0; — 5@'7 i.e.

XV = X'0;. (2.11)

2.2.1 Curvature and torsion

The horizontal and vertical lifts of vector fields on M provide an intuitive way
of understanding the curvature and torsion of a nonlinear connection. The idea
is that the curvature measures the failure of two horizontal (coordinate) vector
fields to commute, while the torsion measures the failure of a horizontal and a
vertical (coordinate) vector field to commute. In other words, we are interested in

connection, to distinguish it from the connection coefficients of a nonlinear connection.
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2.2. Curvature, torsion and metric compatibility

[0;,0;] and [8;, 0;], or more generally, [X", V"] and [X", Y] for any X,Y € X(M).
The latter two commutators are not tensorial, however. In order to make them
tensorial, that is, C°°(M )-multilinear, we need to modify the expressions in the
following way,

R(X,Y) = - (X" ¥" - [X,Y]"), (2.12)

T(X,Y)=[X" Y] - [Y" X' - [X, Y] (2.13)

The tensor fields R and 7" are called the curvature and the torsion of the nonlinear

connection, respectively® (see e.g. [57]). They are smooth C*° (M )-bilinear maps

X(M) x X(M) — XY(A). It is easily deduced that their coordinate expressions
are given by

R(@Z,aj) = _[51’7 (5]] = Rfjék, Rfj = (5ZNJk — (5le-]€, (2.14)

T(8;,0;) = [6i,05] — 65, Ok] = T}:0k, T = 0;N} — O;N}. (2.15)

If the connection is linear, N} = Ffj (x)y’, then a straightforward calculation
reveals that the expressions above reduce to

R, = RF (), TE = TE (2) — T (2), (2.16)

in terms of the curvature tensor of the associated affine connection and its Ricci
tensor,

Rk&'j = al‘r?g — ajl“fg + Ffm ?} — Ffml“z’g, le = Rzlz‘k, (2.17)
respectively. In other words, we recover the standard expressions for the com-
ponents of the curvature tensor and torsion tensor of a linear connection.

2.2.2 Metric-compatibility

We say that a nonlinear connection is compatible with a Finsler metric, or simply
metric-compatible, if the Finsler Lagrangian L is invariant under parallel trans-
port. Or in other words, if the function t — L(vy(t),v(t)) is constant whenever
v is a vector field that is parallel along a curve v : ¢t — ~(¢). Sometimes this

5The overall minus sign in the definition of the curvature tensor is chosen so as to guarantee
that the curvature tensor reduces to the standard curvature tensor for linear connections in the
special case that the connection is linear.
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Chapter 2. Nonlinear Connections on A C TM

property is also called weak metric-compatibility®.
Proposition 2.2.1. A nonlinear connection is metric-compatible if and only if

the Finsler Lagrangian L is horizontally constant, i.e. 0;L = 0.

Proof. For parallel transport of a vector v along a curve (¢) in M we have
v+ N}(% v)4/ =0, by (2.7), and hence

LL(v(t),v(t) = 40;L + ' O;L (2.18)

=4'0;L — Nj(v,v)3/ 0L (2.19)

=47 (9;L = Nj(7,v)diL) (2.20)

= ﬁf'éij(v(t),v(m. (2.21)

This vanishes for all y, v if and only if §;L = 0. O

In some of the literature on Finsler geometry, an alternative definition of metric-
compatibility is used, namely that V,g = 0 in terms of the dynamical covariant
derivative V, to be introduced shortly in Section 2.4. The following result shows
that this definition is equivalent to ours, provided that the nonlinear connection
is assumed to be torsion-free, which it always is in the context of Finsler geometry
(cf. Section 2.3).

Proposition 2.2.2. Let F' be a Finsler metric and N a torsion-free, homoge-
neous nonlinear connection on M. Then

0L =0 = Vhg = 0. (2.22)

Since the proof is somewhat lengthy and the result will not be used anywhere
else in this dissertation, the proof can be found in Appendix D.1.

2.3 The canonical nonlinear connection

Just as one can assign a canonical linear connection to any pseudo-Riemannian
manifold, the Levi-Civita connection, one can similarly assign a canonical con-
nection to any Finsler manifold, if one is willing to give up linearity. Geodesics,
as we defined them in Section 1.3, can then be understood as autoparallels of this

Tn contrast to strong-metric compatibility, which is the property that the fundamental ten-
sor is horizontally constant with respect to the Berwald derivative V? induced by the nonlinear
connection, see e.g. [66].
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2.8. The canonical nonlinear connection

canonical connection, and the notions of nonlinear curvature and Ricci curvature
of a Finsler manifold can be defined.

2.3.1 The fundamental lemma of Finsler geometry

The nonlinear connection established by the following theorem is called the
canonical nonlinear connection or the Cartan nonlinear connection. We give
a simple proof in local coordinates. The first intrinsic, coordinate-free proof was
given by Grifone [68], see also [57].

Theorem 2.3.1 (Fundamental lemma of Finsler geometry). Given a Finsler
Lagrangian L defined on A C TM, there is a unique homogeneous nonlinear
connection on A that is torsion-free and compatible with L. Its connection coef-
ficients are given by

NI =19, [gjk (ymamékL - akL)} . (2.23)

7

Proof. The three desired properties can be stated as follows:
(i) O;L — Nij 9;L = 0 (metric-compatibility);
(i) 9;NF = 5iNf (torsion-freeness);

(iii) Nl-j(:c, Ay) = )\Ng(a:,y), for all A > 0 (homogeneity).

To prove uniqueness, we have to show that (i)-(iii) imply (2.23). We begin by
differentiating (i) with respect to * and multiplying by 3* and then in the middle
term we apply (ii) followed by (iii) in the form of Euler’s theorem:

0= yi (&ékL — gszjéjL — széjékL) (2.24)
= yzé)lékL — yZaNgéjL — yzszéjékL (2.25)
= y'3;0,L — N1O;L — y'NJ9;0, L. (2.26)

Next, we bring the rightmost term to the left-hand side (LHS), which we rewrite
in terms of the fundamental tensor, and we apply (i) to the right-hand side
(RHS). This yields

2y' N7 g1 = y' 00, L — O}, L (2.27)
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Chapter 2. Nonlinear Connections on A C TM

Because g;; is nondegenerate, this is equivalent to
2 N7 = gk (yiaiékL - akL) . (2.28)

The last step is to differentiate both sides with respect to ¢! and apply (ii) and
Euler’s theorem once more. The result, after renaming indices, is (2.23). This
proves uniqueness, and also existence in a local chart, since (2.23) satisfies all
three properties (i)-(iii). Global existence can be verified by checking that the
obtained formula Nij has the appropriate transformation behavior, namely

] ozk ox'  9zF 0%

Nk ;] = i T~ 5 —_—
j 92l 970 92l 07105

7. (2.29)

This is a little tedious but in principle straightforward. ]

One can easily check that if L = gij(x)yiyj arises from a pseudo-Riemannian
metric g;; then the canonical connection reduces to the Levi-Civita connection
(having Christoffel symbols I‘f]) of gij, in the sense that

N/ =Tl g™ T, =16 (Bighm + Omri — Ogmi) - (2.30)

2.3.2 Geodesics and autoparallels

For a general Finsler space, by writing out the term in square brackets in the
expression (2.23) for the nonlinear connection coefficients and using that L =
gij(x,y)y'y?, we find that

7" (YOO L=k L) = g (20091 —Ohgie) y'y' = 27y'y' =267, (231)

in terms of the geodesic spray coefficients defined in (1.16). The canonical non-
linear connection and the geodesic spray of a Finsler metric are thus related in
the following way:

NY

N =30G7, @ =Ny, (2.32)

where the latter equation follows by multiplying the former by 3’ and applying
Euler’s theorem. Moreover, (2.31) yields an expression for the spray directly in
terms of the Finsler Lagrangian and fundamental tensor

G = 3" (y"OmOL — O4L) (2.33)
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2.4. The dynamical covariant derivative

Computationally, (2.33) often provides the most efficient way of computing the
spray coefficients directly from an explicitly given Finsler metric. Finally, by
combining (2.32), (1.15), and (2.8) we obtain the following important result.

Proposition 2.3.2. The geodesics of a Finsler metric coincide with the autopar-
allels of its canonical nonlinear connection.

2.3.3 Curvatures on a Finsler space

Given a Finsler metric or Lagrangian, we define its nonlinear curvature as the
curvature (2.14) of its canonical nonlinear connection. We further define

Ric = Ri,;jyj, Rij = %5¢§jRiC. (2.34)

In the literature, R;; is often just referred to as the Ricci tensor, but we will give
it the name Finsler-Ricci tensor to distinguish it from the affine Ricci tensor
that will be introduced later for Berwald spaces. Similarly, we will refer to Ric
as the Finsler-Ricci scalar. From homogeneity and Euler’s theorem, it follows
that the second relation in (2.34) can be inverted as

Ric = Ryy'y’. (2.35)
Ric and R;; thus contain the same information, and in particular, we have
Ric = 0 if and only if R;; = 0.
2.4 The dynamical covariant derivative

A nonlinear connection induces a so-called dynamical covariant derivative Vp
that acts on functions f € C°°(A) and Finsler vector fields X € I' (m*TM) as

Vo =y'6if, (2.36)
Vo X = (VXY 8,  (VoX) =y6:X7 + N/ X, (2:37)

respectively, where X = X’0; in local coordinates. With this definition, WV,
maps functions to functions and Finsler vector fields to Finsler vector fields. As
per standard convention, we will usually omit the brackets in (2.37) and write

V, X7 = (V, X) . (2.38)
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Chapter 2. Nonlinear Connections on A C TM

We stress that the LHS of (2.38) is not to be interpreted as the dynamical covari-
ant derivative of the component function X7, but always as the 5 component
of the vector field V, X. We will adhere to this convention for all expressions of
this type, so that no confusion should be possible as to what is meant.

By requiring certain natural properties such as the Leibniz rule, V,, extends
uniquely to a dynamical covariant derivative acting on general Finsler tensor
fields in the usual way, e.g.

VDgZ-j = (VDg)ij = yk5kgij — Nl-kgkj — Njkgzk (239)

The generalization to higher-order tensor fields should be clear from this example.
Given a tensor field T' € 7] (7*T'M ), it follows from the transformation behavior
of the components of V,T" that the latter is again a (k,[)-tensor field. In other
words, V, may be thought of as a map

Vo TS (7" TM) — T (n*TM). (2.40)
Lemma 2.4.1. For any f € C*(TM) we have

Vof =40 = &f (2.41)

along any geodesic y(t).

Proof. Along an arbitrary curve v we have
(&) () = 40uf +5'0:f (242)
= 4! (5if + Nikgkf) + 50 f (2.43)
=56 + (¥ +4'NF) ot (2.44)
= Vol + (3 +5'NF) O f. (245)
If 7y is a geodesic then the term in parentheses vanishes and the result follows. O

We will see in the Chapter 3 that this result can be extended when N} is the
canonical nonlinear connection of a Finsler space, such that even for tensors
in general, the dynamical covariant can be interpreted as the linear covariant
derivative along geodesics with respect to either of the linear Berwald or Chern-
Rund connection.
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CHAPTER 3

Linear Connections on the Pullback Bundle 7#* T M

The canonical nonlinear connection corresponding to a Finsler metric, discussed
in Chapter 2, leads to a characterization of geodesics as autoparallel curves of
this connection, and it allows us to differentiate Finsler tensor fields by means
of the dynamical covariant derivative. Despite its name, the latter is not a
covariant derivative in the usual sense, essentially because it does not allow for
the differentiation along different directions. For various purposes, it is useful
to also introduce a covariant derivative which can be used to do just that; and
the way to do this is to specify a linear (Koszul) connection on the pullback
bundle 7*T'M (cf. Section 1.4.1). In contrast to the situation for nonlinear
connections, the choice of such a linear connection—even in the presence of a
Finsler metric—is in general not unique'. We will focus here mostly on the
Berwald and Chern-Rund connections.

3.1 Notation and conventions

Recall that a linear (Koszul) connection on a smooth vector bundle E over M is
an R-linear map

V:X(M)xT(E) > T(E), (X,s) Vys, (3.1)

"We remark, however, that in the alternative framework of [69], one can single out a unique
so-called (linear) ‘anisotropic connection’, which serves essentially the same purpose.
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Chapter 3. Linear Connections on the Pullback Bundle m*T M

such that Vyxs = fVxs and Vx(fs) = (Xf)s+ fVxs for any f € C>®(M).
Consider now the case where E = n*T M. Since the base manifold is the conic
subbundle A C T'M, a linear connection on 7*T'M is a map

Vi X(A) x T(x*TM) — T(x*T M), (3.2)

so in a local coordinate basis 0; € X(M) of TM, with corresponding basis 9; €
I(7*TM) of m*TM and induced coordinate basis 9;,0; € X(.A) of T'A, we have,
by linearity,

Vo,0; =50, Vj50; =50, (3.3)

for local functions f‘fj,ffj € C>(A), called the Christoffel symbols. We have
written a tilde above the first set of Christoffel symbols because these are not
the ones that we will use. Indeed, if there is a nonlinear connection defined on
A then we will usually employ the corresponding horizontal and vertical basis

vectors 0;, 0; of TA, thus defining the Christoffel symbols
V5,0, =150k, V505 =L}0k. (3.4)
From these definitions, it follows that
Vs, X = (V5. X)) = 6;X7 + T x* (3.5)
VX7 = (véix)j — 0;X7 + T3 X", (3.6)

As usual, a Koszul connection on 7*T'M as defined above extends uniquely to a
connection on all tensor bundles of 7*T'M, and one obtains analogous formulas
for the horizontal and vertical covariant derivatives of arbitrary Finsler tensors.

3.2 Torsion and metric-compatibility

3.2.1 Torsion

Roughly following [67] (and see also [36] for a slightly different but equivalent
approach), given a morphism p : TA — 7*TM of vector bundles over A, or
equivalently a (generalized) soldering form? w € Q(A,7*TM), one can define
a torsion tensor T) : X(A) x X(A) — T(7*TM) of a linear connection V on

2Sometimes a soldering form on a vector bundle E over M is defined as an E-valued 1-
form w € Q(M, E) with the additional property that for each x, wy : ToM — E, is a linear
isomorphism. For our purposes the latter property is not necessary, hence the word generalized.
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3.2. Torsion and metric-compatibility

7T’ M by slightly modifying the formula for the torsion of an affine connection
in the following natural way:

TW(X,¥) = Vp(¥) = Vyn(X) - plIX, 7)), (3.7)
where p(Y) is defined as the Finsler vector field such that p(f/)(m’y) = p(ff(x,y)).
Note, however, that for different morphisms p, this leads to different notions of
torsion. In our case two morphisms are natural. First, let p be given by linear
extension of p(d;) = 9; and p(9;) = 0. The corresponding torsion will be called
the horizontal torsion and denoted by Thor. It decomposes as

Thor (6:,05) = (Ffj - F;) Ok (3.8)
Thor((sia 5]) = _fé?ialﬁ (39)
Thor(éia _j) =0. (310)

Next, let p be given by linear extension of p(d;) = 0 and p(9;) = 0;. The
corresponding torsion will be called the vertical torsion and denoted by Tye,. It
decomposes as

Tver((sia 5]) = Rfjaka (311)
Toer(33,05) = (TF; = O;NF) o, (3.12)
Tver(éiv 5]) - (ffj - f?z) Ok (313)

where Rfj is the curvature of the nonlinear connection. To avoid confusion we
remark that some authors consider the horizontal T, to be the torsion of the
linear connection and do not mention the vertical torsion Ty, at all. Under that
terminology the well-known Chern-Rund and Berwald connections in Finsler
geometry, to be defined below, would be torsion-free. Their vertical torsions do
in general not all vanish, though.

3.2.2 Metric compatibility

A linear connection V on 7*T'M is said to be compatible with a Finsler metric
F, or just metric-compatible, if the fundamental tensor is covariantly constant
with respect to V, i.e. Vg =0, that is Vs, g;x = V5 g, = 0. One might hope
that it were possible to associate a torsion-free (or at least horizontally torsion-
free), metric-compatible linear connection on 7*T'M with any Finsler metric, in
analogy with the Levi-Civita connection. This is not possible, however, unless F'
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Chapter 3. Linear Connections on the Pullback Bundle m*T M

is pseudo-Riemannian. A slightly weaker notion of metric-compatibility, to which
we will refer as horizontal metric-compatibility, is the property that Vs, g, = 0.
In this case, the fundamental tensor is covariantly constant in all horizontal
directions, but not necessarily in the vertical directions. Similarly, we may define
vertical metric compatibility by the property that V g;x = 0.

3.3 Berwald and Chern-Rund connections

We are now ready to introduce two of the much-used linear (Koszul) connections
in Finsler geometry, the Berwald connection and the Chern-Rund connection.
While the latter is always defined in the context of a given Finsler metric, the
Berwald connection can be defined for any nonlinear connection N¥, without even
specifying a Finsler metric. But by taking Nik to be the canonical torsion-free,
metric-compatible, homogeneous nonlinear connection associated with a Finsler
metric F'; we obtain the Berwald connection associated with F'. Other important
linear connections in Finsler geometry are the linear Cartan connection and the
Hashiguchi connection. We will mention these only briefly below.

3.3.1 The Berwald connection

Any homogeneous nonlinear connection on A C T'M induces a canonical linear
connection VZ on 7*TM, known as the Berwald connection, whose Christoffel
symbols are given by

Prk =o;Nf,  PT) =0, (3.14)

By Euler’s theorem, this implies that the nonlinear connection coefficients can
be obtained from the Christoffel symbols of the Berwald connection as

NF =BTy (3.15)

?

Taking into account (2.32) it follows that the Berwald Christoffel symbols can
be expressed as

Prk = 10,0,G* (3.16)
in terms of the geodesic spray, and conversely, that

Gk = BFl?jyiyj. (3.17)

?
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From the expressions (3.8)—(3.13) for the torsions and the definition of the
Berwald connection (3.14) it is clear that one can characterize the Berwald con-
nection as the unique linear connection for which both mixed torsions vanish,
ie. Thor(d;, 5j) = Tyer (05, 5j) = 0. Note that these requirements imply that the
remaining torsions of the Berwald connection vanish identically as well, except
for the parts Thor(di,0;) = TZ;@k and Tyer(9;,65) = Rf’j@k, which are given by
the torsion and the curvature of the nonlinear connection, respectively. It is
therefore fair to say that the Berwald connection is the closest to a completely
torsion-free linear connection on 7*1T'M as one can find in the presence of a given
nonlinear connection.

If Ni’g is the canonical nonlinear connection on a Finsler space then the cor-
responding Berwald connection is called the Berwald connection associated with
the Finsler space, or simply the Berwald connection. In this case (and more
generally in any situation where the nonlinear connection is torsion-free) the
Berwald covariant derivative is related to the dynamical covariant derivative V,
in the following way.

Proposition 3.3.1. The dynamical covariant derivative V, and the Berwald
connection VB, both corresponding to the same homogeneous, torsion-free non-
linear connection, are related by

y*VE = V,. (3.18)

Proof. We prove the result for the operators acting on a Finsler vector field. The
generalization to general Finsler tensor fields is then straightforward. We have

yPVE X = yf (5.X7 4 9N X7 ) (3.19)
=y 6 X"+ yF O NI X (3.20)
= yF6 X"+ NIXT = v, X7, (3.21)

where we have first used torsion-freeness of the nonlinear connection to switch
the indices j and k, and then Euler’s theorem, using homogeneity of N;. O

3.3.2 The Chern-Rund connection

Given a Finsler space with fundamental tensor g;;, the Chern-Rund connection
V¢ is the unique linear connection on 7*T'M that is horizontally torsion-free,
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and horizontally metric compatible, i.e.
Thor =0,  V§gj =0, (3.22)

where the horizontal torsion is defined using the canonical nonlinear connection
associated with F'. One can show that the Christoffel symbols of the Chern-Rund
connection are given by

CFZ- = %gke (5iggj + 0,90 — 5gg¢j) , Cf‘fj =0. (3.23)

Note that the formula for the horizontal Christoffel symbols is formally identical
to the formula for the Levi-Civita Christoffel symbols with partial derivatives
replaced by horizontal derivatives. Indeed, the proof is also completely analo-
gous to the proof of the formula for the Levi-Civita Christoffel symbols, so we
will not repeat it here. From this expression together with the definition of the
horizontal derivatives and the property (1.11) of the Cartan tensor, it is straight-
forward to show that, just as for the Berwald Christoffel symbols, the geodesic
spray coefficients (1.16) can be expressed in terms of the Chern-Rund Christoffel
symbols as

Gk = Cf‘ijzy] = BFijzy]. (3.24)
In fact, for both the Chern-Rund and Berwald connection of a Finsler metric,
we have the stronger result that

“Ti " =Priy® = Nj. (3.25)

For the Berwald connection, this follows immediately from (3.15) since the
Christoffel symbols are symmetric. The justification of the equality with the
expression involving the Chern-Rund connection will be postponed to Corol-
lary 4.2.3 (or see [56]). It follows from (3.25) that we can extend the result of
Proposition 3.3.1 for the Berwald connection to the Chern-Rund connection as
well.

Proposition 3.3.2. The dynamical covariant derivative Vj, the Berwald con-
nection VB, and the Chern-Rund connection V€, all corresponding to the same
Finsler metric, are related by

y*V§ = Vi =V, (3.26)
Proof. This follows immediately from the definitions and (3.25). O
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Both the Berwald and the Chern-Rund connection will be useful when formu-
lating the field equations of Finsler gravity in Chapter 7. There are two other
notable linear connections in Finsler geometry and although we will not use these
in this dissertation, we will mention them for completeness in the following sum-
mary of the important linear connections on a Finsler space. From this summary,
we see that in order to have better metric compatibility one must sacrifice some
torsion-freeness, and vice versa:

e the Berwald connection is defined uniquely by:

— Thor(éi,gj) = Tver(9i, 5]) = 0. (‘as torsion-free as possible’)

e the Chern-Rund connection is defined uniquely by:

— Vs,95k = 0. (horizontal metric-compatibility)
— Thor = 0 (horizontally torsion-free)

the Hashiguchi connection is defined uniquely by:

— Vg,9ik = 0. (vertical metric-compatibility)
— Tyer (04, 53) = Tyer (0, 5]) = 0. (vertically ‘as torsion-free as possible’)

o the (linear) Cartan connection is defined uniquely by:

— Vs.9jk = Vg,9ik = 0 (full metric-compatibility)

— Thor(64,65) = Tver(a_i, 5j) = 0 (minimal torsion-freeness contraint).

3.3.3 Covariant derivatives along curves

Given a connection V on 7*T'M and a Finsler vector field X € I'(m*T'M), the
covariant derivative of X along a curve n: I — A,t — n(t) = (v(t),v(t)) can be
defined in the standard way as

B X =V XE =V 5 X =4'Vo XF +0'V5 XF, (3.27)

where it is understood that the expressions are evaluated along the curve, i.e. at
(v(t),v(t) e ACTM.

Now let us assume that the covariant derivative is given by either the Chern-
Rund or the Berwald connection on a Finsler space. Expressing the partial
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derivatives in terms of the horizontal and vertical derivatives, and using the
definition (3.4) of the Christoffel symbols together with the fact that Ffj =0 for
both connections, we obtain

BXF =416 X%(7,0) + 4Tl (0, 0) X7 + (8 4+ Nj(r,0)9) 0, XM (v, 0) - (3.28)

If we further assume that the curve 7 is the lift to TM of a curve in M (necessarily
~v: 1 — M), in the sense that v = %, then we find that

B XE = 416X (7,9) + 4T, )X + (3 + Nj(1, )77 ) 9,x5(,4) - (3.29)
= 30 XH (. 4) + NF (X7 + (54 N (o)) 9:X4(4) - (330)
= Vo X+ (4 Ny, )47 ) 9;X"(7,4) (3:31)

in terms of the dynamical covariant derivative V, introduced in Section 2.4.
Here we have used that yil“fj =N Jk for the Chern-Rund as well as the Berwald
connection, i.e. (3.25). Hence if 7 is a geodesic, the last term vanishes by the
geodesic equation, and we have %X k' = W, X*. In fact, the calculation done
here for vector fields generalizes to any type of tensor field. Hence we obtain the
following result, which generalizes Lemma 2.4.1.

Proposition 3.3.3. The Berwald and Chern-Rund covariant derivatives along
a geodesic v are both given by the dynamical covariant derivative

L =v,. (3.32)

We remark, just to be clear, that by the covariant derivative along v we mean,
strictly speaking, the covariant derivative along its lift . We immediately have
the following corollary, where covariant constancy refers to covariant constancy
with respect to either (or equivalently, both) of the Chern-Rund and Berwald
connections.

Corollary 3.3.4. A tensor on the pullback bundle is covariantly constant along
geodesics if and only if its dynamical covariant derivative vanishes.

This result will lead to a geometric interpretation of Landsberg spaces in Chap-
ter 4.
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3.4. Geodesic deviation

3.4 Geodesic deviation

Using the properties of the Berwald and Chern-Rund connection developed in
Section 3.3 we are now in a position to formulate the geodesic deviation equation
for geodesics of a Finsler metric, which plays an important role in the ‘derivation
of’—or at least the motivation for—the field equations of Finsler gravity that we
will encounter in Chapter 7.

Consider a smooth 1-parameter family of geodesics along a curve in a Finsler
space M, in the sense that there exist real numbers a < b,c¢ < d and a smooth
map H : (a,b) x (¢,d) — M, (s,t) — H(s,t) such that for each fixed value of ¢
the curve v, : s — H(s,t) is a geodesic. Let u = u(s,t) be the vector field on
M that is tangent to the geodesics, i.e. u = H,(0s) = (OH®/0s)0; is the push-
forward of s, and let v be the deviation vector field v = H,(d;) = (0H'/0t)0;.
Then it can be shown that the following differential equation is satisfied, known
as the geodesic deviation equation

D%k

5zt RF;(u)v' =0, (3.33)

where we have suppressed the z-arguments for clarity (as we will continue to
do below). Here the geodesic deviation operator RF; is given by RF; = Rijj
in terms of the nonlinear curvature Rfj, see (2.14), and D/Ds is the (Chern-
Rund or equivalenly, Berwald) covariant derivative along the geodesic, introduced
in Section 3.3.3. By application of Proposition 3.3.3 and Lemma 2.4.1, this
covariant derivative may be written as

B doF

Do & i j

Hence an alternative but equivalent form of the geodesic deviation equation
(3.33) is given by

Viuk + RF vt =0, (3.35)

with the understanding that the expression is evaluated at y = u. For a proof of
the geodesic deviation equation, we refer e.g. to [58, §5.7] or [59, §6.1].
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CHAPTER 4

Berwald, Landsberg and Unicorn Metrics

In this last chapter of the preliminaries we discuss two important classes of Finsler
metrics: Berwald metrics and Landsberg metrics. Berwald metrics are central to
Part 11 of this dissertation, where we investigate the pseudo-Riemannian metriz-
ability of such metrics, and also to Chapter 8 and Chapter 9 in Part III, which
deal with solutions in Finsler gravity of Berwald type. Landsberg metrics are
only slightly more general than Berwald metrics, but the exact meaning of the
word ‘slightly’ here has not completely been settled and is the domain of the
so-called unicorn problem, which we briefly discuss as well. In Chapter 10 we
will employ Landsberg metrics of unicorn type in the context of cosmology to
model a Finslerian expanding universe.

4.1 Berwald metrics

A Finsler space is said to be of Berwald type, or simply Berwald, if the canonical
nonlinear connection (2.23) reduces to a (necessarily smooth) linear connection
on T'M, or in other words, an affine connection on the base manifold M, mean-
ing that the connection coefficients are of the form NF = I‘Z(:}:)yﬂ for certain
coefficients Ffj(az) As already alluded to in Chapter 2 it can be inferred from the
transformation behavior of N JZ that the functions I’;k have the correct transfor-
mation behavior to be the Christoffel symbols of a (torsion-free) affine connection
on M. We will refer to this affine connection as the associated affine connection,
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or simply the affine connection on the Berwald space. Below we specialize some
of the important results obtained in Chapter 2 to the setting of Berwald spaces.

First, the parallel transport (2.7) and autoparallel equations (2.8) reduce in
this case to the familiar equations

Vit T (A3 VE =0, 4 +T4%)35" =0, (4.1)

and indeed the relation between the affine Christoffel symbols and the spray
coefficients is given by (cf. (3.24))

G =T (x)yy". (4.2)
The curvature tensors of a Berwald space can be written as
Rfj = ngij(m)yg, Ric = Rij(x)yiyj, R;; = % (Rij(x) + Rji(m)> (4.3)

in terms of the curvature tensor and Ricci tensor, respectively, of the affine
connection, defined by (2.17), i.e.

RFy; =0T, — 0Th +Th T —T% T, Ry = R (4.4)
We will also refer to ngl‘j and Ry as the affine curvature tensor and affine Ricci

tensor, respectively. Since the last identity in (4.3) will prove to be of particular
interest later, we restate it as a lemma.

Lemma 4.1.1. The Finsler-Ricci tensor of a Berwald space is the symmetriza-
tion of the affine Ricci tensor.

It is worth pointing out that in the classical positive definite case with A = T My,
it is not necessary to symmetrize since in that case the affine Ricci tensor is
always symmetric. This is a consequence, for instance, of Szabo’s metrization
theorem. In other signatures or, more accurately, in cases where A # T'Mj, the
symmetrization is really necessary. We will come back to these matters in detail
in Chapter 6

Berwald manifolds can be characterized in many equivalent ways, some of
which we state below. We will only sketch the proof of their equivalences. In
Chapter 5 we will encounter an additional equivalent characterization of Berwald
spaces, introduced in [H1], based on an auxiliary pseudo-Riemannian metric.

Theorem 4.1.2. The following are all equivalent characterizations of Berwald
manifolds:

(i) The canonical nonlinear connection of F is linear;
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(ii) F admits a (necessarily unique) smooth, torsion-free, metric-compatible
affine connection;

(iii) The Christoffel symbols of the Chern-Rund connection do not depend on y,
i.e. CFZ- = CP%(Z);

(iv) The Christoffel symbols of the Berwald connection do not depend on y, i.e.
Brk = Brk (z);
iJ i ’

(v) The spray is quadratic in y;
(Ui) 5]8_]6({;@(;7’ =0.

Proof sketch. (i) < (iv) follows immediately from the definition of the Berwald
Christoffel symbols in terms of the nonlinear connection coefficients, and (iv) <
(v) follows immediately from (3.16) and the 2-homogeneity of G¥. (v) < (vi)
is obvious. (i) < (i7) follows from the fact that the canonical connection is
the unique torsion-free metric-compatible homogeneous connection on T'M. The
equivalence with (i77) requires some more work and for this, we refer to [56]. For
more detailed proofs of the other equivalences we also refer to [57] and [41]. O

From the fact that the Berwald and Chern-Rund Christoffel symbols only depend
on x for a Berwald metric, together with the fact that the spray can be expressed
in the same way in terms of both, namely as G*¥ = Ffj(x)yiyj, cf. (3.17) and
(3.24), and finally the fact that both connections are horizontally torsion-free,
it follows that the Berwald and Chern-Rund Christoffel symbols coincide for
Berwald metrics. Moreover, their horizontal Christoffel symbols coincide with
the Christoffel symbols of the (unique) torsion-free, metric-compatible affine con-
nection.

4.2 Landsberg metrics

We have seen above that for Berwald spaces, the difference between the Berwald
and Chern-Rund connection vanishes. In general, this difference defines a tensor,
called the Landsberg tensor. A Landsberg metric is defined by the property
that this tensor vanishes. In other words, a Landsberg metric is one for which
the Berwald and Chern-Rund connection coincide. But as for Berwald metrics,
there are several equivalent and perhaps more enlightening characterizations of
Landsberg spaces.
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Chapter 4. Berwald, Landsberg and Unicorn Metrics

Definition and Theorem 4.2.1. The Landsberg curvature S;ji, tensor is given
by any and each of the following equivalent definitions:

Skl = —iyi 5]-5;95@Gi (in terms of the spray) (
= gij (BF};Z - CI‘%@) (Berwald minus Chern-Rund I'-symbols)  (
(
(

=V, Cji (dynamical cov. der. of the Cartan tensor)

= —%V(;B;gkl. (hor. Berwald cov. der. of gij)

4.5)
4.6)
4.7)
4.8)
We do not attempt to give a complete proof of these equivalences here but
refer instead to [56] for details. Clearly, it follows that the Landsberg tensor is

completely symmetric. The mean Landsberg curvature is defined as the trace
S; = gkeSjkg of the Landsberg tensor and can in particular be expressed as

Sj = VDCj = VD <8] In \/ ’ detg|> . (4.9)

With Definition and Theorem 4.2.1 we can define the notion of a Landsberg space
as follows:

Definition 4.2.2. A Landsberg space is a Finsler space that satisfies any and
hence each of the following equivalent conditions:

. Sy = 1y 8,5.0,G = 0
e The Berwald and the Chern-Rund Christoffel symbols coincide

o V(i =0, i.e. the Cartan tensor is covariantly constant along geodesics.
. Vigij = 0, i.e. the fundamental tensor is horizontally constant with re-

spect to the Berwald connection.

The interpretation in terms of covariant constancy (with respect to the Berwald
as well as Chern-Rund connection) along geodesics in the third equivalent condi-
tion is justified by Corollary 3.3.4. As a corollary of Definition and Theorem 4.2.1
we also obtain the following result that we already used in Section 3.3 (see (3.25)),
but the justification of which we had postponed.

Corollary 4.2.3. Both the Chern-Rund and Berwald connection satisfy

“Tiy" = PTiy® = N;. (4.10)
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4.8. The unicorn problem

Proof. Tt follows from the Leibniz rule for V,, the fact that V,y* = 0 and the
fact that kaijk = 0 that kaDCZ-jk = 0. It thus follows from the theorem

that ykgij (BF/%;Z — CI’}Q) = 0 and it then follows by nondegeneracy of g;; that
OTé y* = BI'i y*, the latter being equal to N}, by (3.15). O

Finally, we say that a Finsler space is weakly Landsberg if the mean Landsberg
curvature vanishes. It thus follows immediately from the definitions that we have
the following inclusions:

pseudo-Riemannian C Berwald C Landsberg C Weakly Landsberg.

4.3 The unicorn problem

It has been a long-standing open question whether the inclusion Berwald C
Landsberg is strict. Do there exist Landsberg spaces that are not Berwald? This
question, along with some variations of it, is known as the unicorn problem. For
the important case where the domain is all of A = T'Mj the answer is unknown.
If the condition A = T'Mj is relaxed, however, some examples of non-Berwaldian
Landsberg spaces have been obtained, but such examples are still exceedingly
rare. As such, non-Berwaldian Landsberg spaces are referred to as unicorns [416].
We recommend [16, 70] for reviews on the unicorn problem.

The first unicorns were found by Asanov [47] in 2006 and his results were
generalized by Shen [48] a few years later. These were the only known examples of
unicorns until Elgendi very recently provided some additional examples [49]. One
of the families of unicorns introduced by Elgendi will be our point of departure in
Chapter 10. In fact, by modifying Elgendi’s metrics slightly in such a way that
they retain the unicorn property, we will find that there exist exact solutions to
Pfeifer and Wohlfarth’s field equation of Finsler gravity, of unicorn type, that
can be interpreted in a cosmological setting.

45






Part 11

Berwald Spaces and
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Introduction to
Part |I: Berwald Spaces and Pseudo-Riemann Metrizability

In Part I we have introduced the notion of a Berwald space and reviewed some
of the standard characterizations of such spaces. Here, in Part II, we obtain a
novel characterization of Berwald spaces and use it, among other things, to study
the question of pseudo-Riemann metrizability, i.e. the question of whether the
canonical torsion-free metric-compatible connection on a Berwald space can be
understood as the Levi-Civita connection of some auxiliary pseudo-Riemannian
metric. While a well-known theorem due to Szabo [12] states that this is always
possible in the classical positive definite scenario, the question of metrizability
in other signatures, such as Lorentzian signature, and in scenarios with less
stringent smoothness constraints, is still almost completely unexplored.

Part II starts with Chapter 5, where we present a novel necessary and suf-
ficient condition for a Finsler metric to be of Berwald type and we explore its
consequences. This characterization makes use of an arbitrary auxiliary pseudo-
Riemannian metric, which renders it especially useful in situations with a pre-
ferred pseudo-Riemannian metric. This is the case, for instance, when dealing
with Finsler metrics that are (anisotropically) conformal to a pseudo-Riemannian
metric, or when dealing with («, 8)-metrics. (a, f)-metrics are simply Finsler
metrics constructed from a pseudo-Riemannian metric o and a 1-form g and
such metrics will play a major role throughout both Part Il and Part III. In-
deed, we obtain as a corollary a very useful necessary and sufficient Berwald
condition for («, §)-metrics and we apply this result to several specific cases of
interest: Randers metrics, exponential metrics, and generalized m-Kropina met-
rics, reproducing some well-known results as well as presenting new ones. Our

49



generalized m-Kropina metrics are a generalization of the standard m-Kropina
metric; they naturally appear as the most general (a, 3)-metrics consistent with
a certain form of the affine connection.

Next, Chapter 6 is devoted to the pseudo-Riemann metrizability of Finsler
metrics in arbitrary signatures. We show that Szabo’s metrization theorem can-
not be extended to arbitrary signatures such as Lorentzian signature. We then
go on to obtain necessary and sufficient conditions for (generalized) m-Kropina
spaces to be locally metrizable, resulting in a complete characterization of locally
metrizable m-Kropina spaces, and a partial characterization of locally metriz-
able generalized m-Kropina spaces. We end the chapter with a classification of
locally metrizable Ricci-flat m-Kropina spaces.
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CHAPTER b

Characterization of Berwald Spaces

The purpose of this chapter is to provide a novel characterization of Berwald
spaces, Theorem 5.1.1, and explore its consequences, including new results as
well as well-known ones that follow from it particularly easily or that are some-
how relevant to later chapters. As an important application, a major part of the
chapter will be devoted to («, 3)-metrics of Berwald type. Many of the results
discussed here have been published in [H1], albeit in many cases in a substan-
tially different form. In particular, the results are presented here with a height-
ened focus on mathematical rigor. Apart from the applications that we discuss
here, Theorem 5.1.1 has also been used to classify all spatially homogeneous
and isotropic Berwald spacetimes, i.e. Berwald spacetimes with cosmological
symmetry [71, 72].

5.1 The Berwald condition

In [H1] we introduced a new necessary and sufficient condition for a Finsler
metric to be of Berwald type, a condition that employs an auxiliary pseudo-
Riemannian metric. Here we provide an alternative proof to that which is given
in the original paper.

Theorem 5.1.1. Let (M, A,L) be a Finsler space and let A be an auxiliary
pseudo-Riemannian Finsler Lagrangian on M such that L = QA on A for some
Qe C>®(A). Then:
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Chapter 5. Characterization of Berwald Spaces

(i) L is of Berwald type if and only if there exists a smooth symmetric classical
(1,2)-tensor field TV, = T7y; on M, such that

where (5Z denotes the horizontal derivative with respect to the Levi-Civita
connection of A.

(ii) If so, the Christoffel symbols of the torsion-free L-compatible affine con-
nection are given by

ng = 1), + T, (5.2)

where F]lk are the Levi-Civita Christoffel symbols of A. Moreover the
Christoffel symbols T, coincide with the horizontal Chern-Rund as well
as Berwald Christoffel symbols.

Note that given a Finsler Lagrangian L, any positive definite A will do. In that
case there always exists an ) such that L = QA, namely Q = L/A. However, as
one might expect, the theorem is most useful in situations where there is some
preferred pseudo-Riemannian metric A. Typical examples of this are Finsler
metrics that are (anisotropically) conformal' to a pseudo-Riemannian metric,
and (a, B)-metrics, which we study in detail in the next two sections. We also
point out that whenever A # 0 the condition (5.1) can be written as

o= . - 2180
090~ 1y 90 = T (9,0 247 ) (5.3)
which is how it originally appeared in [H1]. Here indices are lowered with the
metric A.

Proof of Theorem 5.1.1. One of the equivalent characterizations of a Berwald
metric (see Theorem 4.1.2) is that there exists a (necessarily unique) torsion-free
linear connection on T'M, with Christoffel symbols denoted by Ffj, compatible
with L, i.e. such that L is horizontally constant with respect to it. Denoting the
corresponding (linear) nonlinear connection by N/, this means that

5L = &L — NJO;L = &L — 17, 4*9;L = 0. (5.4)

!The adverb ‘anisotropically’ refers to the fact that the conformal factor is allowed to depend
not only on z but also on y.
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5.1. The Berwald condition

After substituting L = QA this can be written as
(02 ~ 0" 9,0) A = —Q (9,4 - T}y 0;4) . (5.5)

If I z'k denotes the Levi-Civita Christoffel symbols of the metric A, then we can
write I‘]k =17 e T le, for some symmetric (in ¢ <+ k) classical tensor field lek,
since the difference between two linear connections is necessarily tensorial. Since
f‘gk is compatible with A it follows that the term in between brackets on the
RHS of (5.5) reduces to

0A ~ Ty ;A = 0iA ~ TN ;A ~Tjy"0;A = ~T)y*0;4,  (5.6)

=0

and we can rewrite (5.5) as
(02— Ty 0;0) A = Ty (40,02 + 09;4) = Thw 0L (57)

Recognizing on the LHS the I™-horizontal derivative of €, the first result fol-
lows. Since ng = Fik + Tgé, the formula for the Christoffel symbols of the
L-compatible linear connection follows immediately as well, and as discussed
in Section 4.1, these have to coincide with the Chern-Rund as well as Berwald
horizontal Christoffel symbols. O

An immediate consequence of the theorem is a characterization of spray invari-
ance under (anisotropically) conformal transformations of a pseudo-Riemannian
metric, first obtained by Tavakol and Van den Bergh [15]. It follows essentially
by setting Tf =0.

Corollary 5.1.2. Suppose that L = QA is a Finsler Lagrangian on A =T My,
where A is a pseudo-Riemannian metric and Q € C"O(.A). Then the geodesic
spray of L coincides with that of A, i.e. GF = GF = ij byl if and only if Q) is
horizontally constant w.r.t. A, i.e.

52 = 9,0 — Iy 9,2 = 0. (5.8)
Proof. 1f the geodesic spray of L coincides with that of A then TZJk = 0 and it
follows by the theorem that (5.8) must hold whenever A # 0. Since TM\{A = 0}

is dense in A = T'Mj it follows by continuity of 6;Q that (5.8) must in fact hold
everywhere on A. Conversely, suppose that (5.8) holds. Then condition (5.1)
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holds with 77;;, = 0. Hence, by the theorem, L is Berwald and the spray of L
coincides with that of A. O

5.2 («a, f)-metrics of Berwald type

5.2.1 (a,)-metrics

One instance in which Theorem 5.1.1 is particularly useful is when dealing with
(o, B)-metrics. Here o = y/|a;j(x)y'y7| and B = b;(z)y" are scalar variables on
TM defined in terms of a (smooth) pseudo-Riemannian metric a = a,, dz*dz”
on M and a (smooth) 1-form b = b,dz* on M, and an (a, 3)-metric is essentially
a Finsler metric that is constructed only from some « and 3, i.e. F = f(a,f3)
for some function f, or more precisely, F(z,y) = f(a(z,y),[(x,y)). Due to
homogeneity it follows that whenever oo # 0 on A any such F' can be written in
the standard form F' = a¢(5/a) for a smooth function ¢. In what follows we
will always tacitly assume that o # 0 on A, which is the case for many examples
of interest. We will therefore work with the following definition.

Definition 5.2.1. An (a, B)-metric is a Finsler metric with domain A not in-
cluding o = 0 that can be written in the form F = a¢(B/«a), where ¢ is smooth
on its domain.

We will often denote §/a by s, so that we can view ¢ as a function of the real
variable s.

In Appendix C we derive an expression (10.1.4) for the fundamental tensor of
a not necessarily positive definite («, 5)-metric and its determinant. From this,
it follows in particular that ¢ never vanishes. In accordance with the notation
used above, we will denote by A = aijyiyj the Finsler Lagrangian corresponding
to «, or rather to a;;. By some abuse of language, we will sometimes refer to
either of o, A, a and a;; as the pseudo-Riemannian metric, and to 3, b and b; as
the 1-form, and sometimes we will even write expressions such as § = dt and

o= \/\—dtQ + da? 4+ dy? + d22|, (5.9)
but the interpretation of such expressions should be clear. We also denote
b* = a;;b'Y, sgn(A) =e. (5.10)

In the presence of an (¢, 3)-metric, indices will be raised and lowered with a;;
unless otherwise specified. Well-known examples of (a, 3)-metrics are:
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5.2. («a,B)-metrics of Berwald type

e pseudo-Riemannian Finsler metrics F' = «;
o Randers metrics F' = a + 3;
e Kropina metrics F' = %;

« m-Kropina metrics F = o737 where m € R, also known as general-
ized Kropina metrics, Bogoslovsky metrics or Bogoslovsky-Kropina met-
rics.

From a physics perspective, (o, 3)-metrics are very relevant as they provide
a means of deforming pseudo-Riemannian metrics « into properly Finslerian
Finsler metrics. And it turns out, as we will see in Part III, that these types of
metrics can in fact be used to generalize some of the solutions to Einstein’s field
equations to properly Finslerian solutions to the field equation in Finsler gravity.

As a quick first application of Theorem 5.1.1 we obtain the following well-
known result (see e.g. [73]), where we denote by V the Levi-Civita connection
of a.

Corollary 5.2.2. Let F' = a¢(f/«a) and suppose that %ibj = 0. Then F is
Berwald and the affine connection and geodesic spray of F' coincide with those
of a.

Proof. Tt suffices to show that §;Q = 0, for in that case condition (5.1) holds
with 77;; = 0, showing F is Berwald with affine connection (and hence geodesic
spray) equal to that of . We have 5,9 = %Sia + % Qzﬂ, where Sia = 0 because
A is horizontally constant w.r.t. its own Levi-Civita connection, by definition.
And for any 1-form on M and any (linear) connection, it can easily be checked
that Szﬂ = (@ibj)yj , and hence in the particular case at hand we also have

SZ—,B = 0, resulting in 5Q =0 and completing the proof. O

5.2.2 The Berwald condition for (o, J)-metrics

The general Berwald condition for («, 3)-metrics can be obtained by applying
(5.1) directly to Finsler metrics of the form F' = a¢(/5/a). We remind the reader
that e = sgn(A) and that indices are raised and lowered with a;;. Hence in what
follows, y; = aijyj.
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Theorem 5.2.3. An («, 8)-metric F = a¢(5/a) is of Berwald type if and only
if there exists a smooth tensor field T?;,(x) = T7};(z) on M such that

YVibj = Ty {bj + 2 ((f, - i) yj] (5.11)

whenever ¢ # 0 and Tjikykyj = 0 whenever ¢’ = 0. In that case, the affine
connection is given by

17, =% + T, (5.12)
where T, are the Christoffel symbols of a.

Proof. The Lagrangian corresponding to F reads L = F? = eA¢(B/a)?, so we
identify € = €¢?, which is smooth on A since this set does not include A = 0,
by assumption. We start by noting that, since §;a = 0, we have

o o Q. QO .
519 = Q/(SZ' <§) = E(Slﬁ = E(Vibj)yj, (5.13)

where ' = dQ2/ds. On the other hand, making use of the identities

= €Y; 5 1 B%)
i = —, S = — b’L — 5 .14
b= Gis=— ( L (5.14)
a straightforward computation shows that
5L — o (b — 0 |
0;L=Qa(bj — € 3Yi + 2eQy; (5.15)
_ O . B / .
=Qabj+€(2Q0 - =0 ) y;. (5.16)
o

Plugging (5.13) and (5.16) into (5.1) yields

aQ’ (%ij) yj = Tjikyk {Q’abj +€ (29 - BQ’) yj:| . (517)
a
It follows from nondegeneracy and (C.14) that ¢ # 0, and since we are also
assuming that a # 0, we can divide by 2eap. Using Q = e¢? and Q' = 2ep¢’ the
equation can thus be rewritten as
a

¢y Viby = T ey [¢'bj + 2 <¢ - 6¢/) y]} (5.18)
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5.2. («a,B)-metrics of Berwald type

and by Theorem 5.1.1, F' is Berwald iff (5.18) is satisfied for all (x,y) € A. Now
we distinguish the two cases. If (z,y) is such that ¢’ # 0 then we can divide by
¢', leading directly to (5.11). If, on the other hand, ¢’ = 0 then the condition
(5.18) reduces to Tjikykiqﬁyj = 0, or equivalently, T7;,y*y; = Tjixy*y? = 0.
Note that since the set {¢/ = 0} is not necessarily open this does not imply that

T7;; = 0. The formula for the Christoffel symbols follows from (5.2). O

This result is closely related to [73, Prop. 6.3.1.1]. In many cases of interest, the
set {¢/ = 0} C A has empty interior or equivalently, the set A= A\ {¢' =0} is
dense in A. In such a scenario it suffices to consider only the situation for points
satisfying ¢ # 0.

Theorem 5.2.4. Let F = a¢(B/a) be an («, 8)-metric such that the set {¢' =
0} C A has empty interior. Then TFAE:

(i) F is of Berwald type;

(ii) there exists a smooth tensor field T7 ;. (z) = T?k;(z) on M such that (5.11)
holds whenever ¢ # 0.

In that case, the affine connection is given by (5.12).

Proof. The implication (i) = (ii) follows immediately from Theorem 5.2.3. For
the other implication, we start by noting that, since the subset ¢/ = 0 of A has
empty interior, the set A = A\ {¢/ = 0} is dense in A. If (5.11) is satisfied
whenever ¢/ # 0, then F' is Berwald on A, interpreted as a conic subbundle of
the tangent bundle T'7(A) of 7(A) ¢ M. (Note that A is a conic subbundle of

TM iff 7(A) = M.) Indeed, m(A) C M is open since the canonical projection
map 7 is an open map and A is open. Thus, 7T(./~l) is itself a smooth manifold and
it is easily verified that A satisfies all axioms for a conic subbundle of T'w(A).
Moreover, it will be useful to note that w(A) C m(A) = M is dense, as the
continuous image of a dense set.

As we observed above, F' is Berwald on A. Then @(‘%@Gi = 0 holds on A, by
Theorem 4.1.2 and so by continuity of the LHS, we must in fact have 5j(§k(§gGi =
0 on the closure of A (in A), which is just A. But then, by Theorem 4.1.2, F is
Berwald on A. This proves (7).

We now prove the remaining statement in the theorem. F' is Berwald on A,
so by (the proof of) Theorem 5.2.3, there exists a symmetric smooth (classical)
tensor field 77;, on M that satisfies (5.18) everywhere on A. Moreover, the
corresponding affine connection on M is given by I/, = K i+ T9:.. But we also

know that the affine connection on 7(A) C M is given by I, = I +T74;,, so by
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the uniqueness of the affine connection, we must have T7;;(z) = T9;;(z) for all
x € w(A). Thus T7,, and T7;;, are continuous maps on M that coincide on the

dense subset m(A) C M and as such they must coincide on M. It follows that
the affine connection on all of M is given by ng =1V, +T7,;, as desired. ]

We can now extend the result of Corollary 5.2.2 in the opposite direction, repro-
ducing the following well-known result.

Corollary 5.2.5. A properly Finslerian («, 3)-metric has the same spray as «
if and only if V;b; = 0.

Proof. One direction is given by Corollary 5.2.2. The other direction follows
immediately by setting 7' = 0 in the Berwald condition (5.11) and performing
a y-derivative, which is possible since the set {¢’ # 0} C A is open and also
nonempty, since the latter would imply that F' is pseudo-Riemannian. O

5.3 Important classes of («, §)-metrics

5.3.1 Essential properties of a, o and 3

Our next goal is to apply Theorem 5.2.3 to some specific (¢, 5)-metrics, both
obtaining new results and reproducing some standard ones. In order to do so, we
require several lemmas that concern the irrationality of the function a = /|A]
and the irreducibly and divisibility of the polynomials A and 3, viewed as func-
tions of y. We say that a polynomial is irreducible (or prime) if it cannot be
written as a product of two polynomials both with degree > 0. We will use,
without proof, the well-known result (see e.g. [74]) that the ring of multivariate
polynomials over any field, and in particular over R, is a factorial ring, i.e. a
unique factorization domain (UFD), meaning that any such polynomial can be
expressed uniquely (up to some constants) as a product of irreducible polynomi-
als. In this sense, the irreducible polynomials play a role analogous to that of the
prime numbers in number theory. In particular, this implies that if a product
PQ of polynomials P, @ is divisible by an irreducible polynomial R then either
P or Q must be divisible by R.

Lemma 5.3.1. Ifa = aijdwidzvj is a pseudo-Riemannian metric on M with
dim M > 2 then for any fired x € M, A = a;;y'y’ is an irreducible polynomial
my.

o8



5.3. Important classes of (o, B)-metrics

Proof. Suppose that A were not irreducible, i.e. that A = PQ, with P,Q two
polynomials of deg > 0. Since deg A = 2 this implies that deg P = deg@ =1
and we may write P = p;y and Q = ¢;%, since any constant terms in P, Q would
render the product PQ inhomogeneous, whereas A is homogeneous of degree 2.
Then differentiating A = PQ twice yields 2a;; = p;q; + ¢;pj. This shows that a;;
has at most rank 2, because the image of any vector v* will always be of the form
aijvj = ¢1p; + coq; with ¢1,c9 € R. Since we’re assuming that dim M > 2 this
implies that a is degenerate and hence not a pseudo-Riemannian metric, which
is a contradiction. O

Note that S is irreducible as well since any linear polynomial is.

Lemma 5.3.2. Let a = aijdxidxj be a pseudo-Riemannian metric on M with

n=dimM > 1 and fit x € M. Then the restriction of a = \/|a;j(x)yy’| to any
open subset in y-space R™ is an irrational function of y.

Proof. Fix some x and suppose that there were some open subset U of y-space
on which a were rational in y, i.e. a = P/Q, with P,Q polynomials in y,
where we will assume without of generality (WLOG) that the fraction P/Q is
in lowest form, i.e. P and @ have no common polynomial divisors of degree
> 0. Then a? = P?/Q?. Note that o? is polynomial on both of the open sets
Uy = U N {£a;j(z)y'y’ > 0}, and that Uy U U_ is necessarily nonempty since
otherwise U could not be open. Suppose then WLOG that U, is nonempty
(otherwise switch the labels Uy and U_).

Since o is polynomial on U, and since o = P%/Q?, it follows that P2/Q?
must be polynomial on U and hence (as a rational function) it must be polyno-
mial on R"™. Since P and @ and hence P? and Q? have no common polynomial
divisors of degree > 0 this implies that ) must be of degree 0, i.e. constant, and
by a redefinition of P we may then WLOG assume that Q = 1. Then o? = P?,
and similar to the proof of Lemma 5.3.1 we may write P = p;y* and differentiate
twice to reveal that a;; = p;p;, which shows that a;; has at most rank 1. Since
we’re assuming that dim M > 1 this implies that a is degenerate and hence not
a pseudo-Riemannian metric, which is a contradiction. O

The phrase ‘restriction of o to any open subset’ in Lemma 5.3.2 is significant,
since on its whole domain, a = /|a;;(x)y’y?| would trivially be irrational as a
consequence of the absolute value signs below the square root even if a;; were
degenerate. For instance, a;; = ¢;c; would lead to a = |¢;y|, which is irrational
on R but rational on its restriction to the open subset c;y* > 0. Such cases are
excluded by the lemma.
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Lemma 5.3.3. Fiz x € M with dim M > 2, let c¢1,co € R and consider the
polynomial P = ci A + ca3% in y, where 3 is not identically vanishing at x. If
c1 # 0 then P is not divisible by B and if co # 0 then P is not divisible by A.

Proof. Suppose first for contradiction that co # 0 and P is divisible by A.
Then c1 A + c28? = c3A for some constant c3 and hence c28? = (c3 — ¢1)A,
which implies, since A is not divisible by 8 by Lemma 5.3.1, that ¢s = ¢;, which
implies that co = 0, contrary to our assumption. Next, suppose for contradiction
that ¢; # 0 and P is divisible by 8. Then ¢1A + ¢28? = BQ for some linear

polynomial @), which implies that A = é(Q — ¢9f)f and in particular implies
that A can be factorized into linear polynomials. This contradicts Lemma 5.3.1,
hence completing the proof. O

5.3.2 Randers metrics and exponential metrics

We now turn to some specific («, 8)-metrics, for which we will deduce, among
other things, the precise Berwald condition, starting with the Randers metric
[75], for which the result is well-known (see e.g. [73]).

Proposition 5.3.4. A Randers metric F' = o+ 8 with dim M > 1 is Berwald
if and only if V;b; = 0. In that case, the affine connection of I coincides with
the Levi-Civita connection of .

Proof. For Randers metrics we have ¢(s) = 1+ s, ¢/(s) = 1, so the Berwald
condition can be written as

Y Vb — Tyl = TayF 2, (5.19)

If ﬁibj = 0 then the condition is clearly satisfied by 77;; = 0 and hence F is
Berwald. On the other hand, suppose that F' is Berwald. Then the LHS of
the Berwald condition is linear and, in particular, is a rational function in y,
so the RHS must be as well. However, as the product of an irrational function
1/a (by Lemma 5.3.2) with a (quadratic and hence) rational function, the RHS
is irrational unless Ti]kykyj = Tjikykyj = 0, which implies, by taking two y-
derivatives, that T, + Tji; = 0. (Recall that indices are raised and lowered by
ajj, 80 T = alelik depends only on x.) Christoffel’s trick then shows that

Tjik = 5 [(Tjir + Thij) + (Tikj + Tjri) — (Tji + Tig)] = 0, (5.20)
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Hence 37 ﬁibj = 0 and hence %ibj = 0. The last statement in the proposition
follows immediately from the fact that TZ]; =0. O

As a second quick application of Theorem 5.2.4 we consider a kind of exponential
(ar, B)-metrics given by ¢(s) = /2 for some constant c¢. To the best of our
knowledge, the following is a new result, first obtained in [H1].

Proposition 5.3.5. If b; is a nowhere vanishing 1-form on M and ¢ # 0 then
F = qecB/a)?/2 g of Berwald type if and only if V;b; = 0.

Proof. Since ¢/(s) = cs¢ = 0 iff s = 0 iff 8 = 0, which cannot hold on an open
neighborhood of a point (z,y) unless b;(z) = 0, the subset {¢/ = 0} C A has
empty interior and we may apply Theorem 5.2.4. The Berwald condition reduces
to

. A ‘ a? — cfB?
Vb — T]iky"“bj = ETjikZ/kyj <Ca25 ) (5.21)

whenever § ## 0. Now the implication to the left is obvious, for if @ibj = 0 then
the condition is satisfied with 77;;, = 0. Conversely, supposing that F is Berwald,
the linear LHS of the condition implies that the RHS must be linear as well, so
that both a? and B must be divisors of the polynomial T7;.y*y; (a® — c8%). Tt
follows by Lemma 5.3.3, however, that neither of these is a divisor of (a2 — 052).
Hence both a? and # must be divisors of Tjikykyj, but if Tjikykyj # 0 this is
impossible since the latter is only quadratic and not cubic or higher. We must
therefore have 77 ,-kykyj = 0. Hence, again taking two derivatives and applying
Christoffel’s trick as in the proof of Proposition 5.3.4, we conclude that 77, = 0.
Then it follows by Corollary 5.2.5 that ﬁibj = 0, as desired. 0

And as a final quick application before we move on to the more intricate case of
generalized m-Kropina metrics, we consider another type of exponential («, 3)-
metric, given by ¢(s) = e®®. We present it here for the first time.

Proposition 5.3.6. If ¢ # 0 then F = ae®/® is of Berwald type if and only if

o

Vibj =0.

Proof. We start by noting that ¢'(s) = c¢¢ # 0, since otherwise the metric would
be degenerate, by (C.14). The Berwald condition can be written as

(ecaQ)(yj@ibj — Tjikykbj) + cﬁTjikykyj = aTjikykyj. (5.22)
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Again the implication to the left is obvious, so we focus on the implication to
the right. For each x, the LHS is rational in y, whereas the RHS is irrational
unless 77 Z-kykyj = 0, by Lemma 5.3.2. It follows that the equation can only be
satisfied if T" jikykyj = 0. As we have seen twice before now, in the proofs of
Proposition 5.3.4 and Proposition 5.3.5, this implies that 77;; = 0 and hence
that ﬁibj =0, by Corollary 5.2.5. O

5.3.3 Generalized m-Kropina metrics

Next, we consider a generalization of the m-Kropina metric that we will refer to
as the generalized m-Kropina metric, given by

F = a¢(B/a), O(s) = £ (¢ + ds?) M2, m,c,d = const. (5.23)

Such metrics were first introduced in [H1] as the most general Berwald met-
rics compatible with a particular form of T%,, as will be made precise in Theo-
rem 5.3.12 below, and they reduce to the m-Kropina class whenever + = 4+, c=1
and d = 0 and to the standard Kropina class [76] whenever, additionally, m = 1.
For generalized m-Kropina metrics we will always assume A to be contained in
the subset of TM characterized by s > 0, c+ds? > 0, in order for any real power
of those expressions to be defined (but note that this is strictly speaking not re-
quired if m is, for instance, an integer). This implies, in particular, that we may
assume without loss of generality that b; is nowhere vanishing since this would
imply that s = 0 at some point in A. We will take this fact for granted in what
follows. Our next main goal is to obtain the Berwald condition for generalized
m-Kropina metrics. To this end, we start with a somewhat technical lemma,

where we set A= A\ {¢' = 0}.

Lemma 5.3.7. For a properly Finslerian generalized m-Kropina metric with
dim M > 1 the following are true:

e cm #0;
o {¢/ =0} C A has empty interior;

o m(A) = M. In particular, A is a conic subbundle of TM.

Proof. We have ¢ = +s ™(c + ds?)*tD/2 and ¢/ = (ds® — em)s— " (c +
ds?)=1Hm/2 50 ¢ = 0 iff ds> = em. Note that ¢ # 0 (otherwise F' = ¢, for
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some constant ¢; and the fundamental tensor would be degenerate) and m # 0
(otherwise F' would not be properly Finslerian). Hence em # 0.

We now claim that the set {¢/ = 0} C A has empty interior. This is trivially
true if d = 0, so we focus on the case d # 0. Suppose the claim were false.
Then there would be an open U C A such that s* = cm/d for all (x,y) € U, or
equivalently, (b;y")? = (cm/d)|a;;y'y?| for all (z,y) € U. By differentiating twice
this would imply that b;b; = +(ecm/d)a;;, which is impossible, since the LHS is
degenerate, since dim M > 1, while the RHS is nondegenerate, thus proving the
claim.

Finally, it remains to be shown that 7(A) = M. Suppose this were not true.
Then there exists xg € M such that ¢'(s(zo,y)) = 0 for all (zg,y) € A, which
would imply that (b;y")? = (em/d)|a;;y'y’| for all (zg,y) € A. Since the set
of y for which (x,y) lies in the open set A is open, we can perform the same
differentiation argument as before, leading to the contradiction b;(x¢)b;(zo) =
+(cm/d)a;;(xo). Since A is also open and conic, this completes the proof. [

Proposition 5.3.8. A properly Finslerian generalized m-Kropina metric F' =
ap(B/a), ¢(s) = €57 (c + ds?)™Ht)/2 with n = dim M > 2 is Berwald if and
only if there exists a smooth vector field fi(x) on M such that

@Z‘bj = cm(fkbk)aij + (C+€d’b’2)fibj — (cm—ed|b\2)bl-fj —6d(fkbk)bibj. (5.24)
In that case, the affine connection is given by
F?j = f‘fj + QM (fz‘hjg + fjhz’g — fghij) , hij = edbibj — CMQygj. (525)

Whenever [b|? # 0 and c+ed|b|? # 0, the vector field f* can be expressed explicitly
as

. 2
fi= 28’ In 161 (5.26)

(c+ ed|b|?)

and moreover, in this case, df = 0.

Proof. In view of Lemma 5.3.7 we may apply Theorem 5.2.4, which says that F’
is Berwald if and only if there exists a symmetric smooth tensor field 77, () on
M such that the condition

eyj c(1+m)s

vV =Ty (bj * o ds? —cm ) (5:27)
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is satsfied on A, i.e. whenever ¢/ # 0, or equivalently, ds?> — em # 0. So suppose
that F' is Berwald, i.e. the latter is true. Equation (5.27) is equivalent to

(ds* — cm) (yjﬁibj - Tjikykbj> = %Tjikykc(l +m)s, (5.28)

and substituting s = 3/a and noting that ea® = A, this is, in turn, equivalent
to

(6dﬁ2 —cmA) (yjﬁibj - Tjikykbj) =c(l+ m)ijjikka. (5.29)

Since the RHS is divisible by 3, the LHS must be as well. However, since cm # 0,
it follows from Lemma 5.3.3 that the first factor (ed3? —cmA) of the LHS is not
divisible by 3, which is an irreducible polynomial. Hence the second factor
¥/ V;b; — T7,;;.yb; must be divisible by 3 for any = € 7(A). But 7(A) = M, by
Lemma 5.3.7, so there exists a vector field ¢/ on M such that

(yj%bj - Tjikykbj) =1;B. (5.30)

Note that there is a priori no reason why ¢; should be smooth. Indeed, at this
stage, all we can infer is that the product £;5 must be smooth. We will see below
that ¢; does turn out to be smooth, though. The formula above shows on the
one hand, by taking a derivative, that

Vib; = TEby + Lib;, (5.31)
and on the other hand, by plugging the relation back into (5.29), that
(edB? — emAY; = el + m)y T gy (5.32)
or equivalently,
T syy; = Trny™y’ = fiH, (5.33)

where £; = c(1 +m)f; and H = edf? — cmA. We claim that this implies that
f* is smooth. To see this, note that for every xo € M there is a yg € R™ such
that (zg,y0) € A and H(xg,yo) # 0. For otherwise we would have H(xg,y) =0
for all y in some open set, so that, by taking two derivatives, we would obtain
edb;b; = cma;;, which is a contradiction as the LHS is degenerate while the
RHS is nondegenerate. Since H is continuous, it follows that there is an open
neighborhood U C A of (z¢, o) such that H # 0 on U. Then it follows from
(5.33) that f; = (TYy"y;)/H, viewed as a function of x and y, is smooth on
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U. In particular, f; is smooth at (z¢,y0), and since f; only has a dependence
on x, not y, this means that f; is smooth at (xg,y) for any y, and since xg
was arbitrary, that just means that f; is smooth as a function of x and y, and
hence it is smooth as a function on M. Hence f* is smooth, proving the claim.
Furthermore, taking two derivatives of (5.33) shows that

% (T]zk + Tkij) = fihjk7 hij = Gdbibj — cmaij, (5.34)
and using Christoffel’s trick, we find that

Tiik = 5 [(Tjik + Tris) + (Tiwj + Tiji) — (Tigi + Tijin)] (5.35)
= filjk + frhij — fihik. (5.36)

Plugging this into (5.31), we find that
Vibj = em(fFop)ai; + (¢ + ed|b?) fib; — (em—ed|b|*)bi f; — ed(f*by)bibj. (5.37)

Thus what we have shown so far is that if F' is Berwald then this condition must
be satisfied on A for some smooth vector field ¥ on M. But since the equation
does not depend on y anymore and since 7r(.,[l) = M, the condition must in fact
hold for all x € M. Conversely, if this condition is satisfied for some smooth
vector field f* on M and all € M then it is straightforward (although a little
tedious) to check that (5.27) is satisfied on A. This proves the ‘if and only
if’ statement of the theorem. The formula for the Christoffel symbols follows
directly from (5.36) by raising the first index.

Next, in order to derive the explicit formula for f;, we contract (5.24) with b/,
leading to

30ilb* = (c + ed|b*) b £;, (5.38)

which leads to the desired formula provided that [b|?> # 0 and ¢ + ed|b|> # 0.
Finally, it is now easy to check that 0;f; = 0;f;, meaning that f is in this case
necessarily closed, df = 0. O

In the special case where the 1-form is known to be closed the Berwald condition
simplifies considerably.

Proposition 5.3.9. A properly Finslerian generalized m-Kropina metric F' =
ad(B/a), ¢(s) = s (c + ds?)™tD/2 with closed 1-form B and with n =
dim M > 2 is Berwald if and only if there exists a smooth function p: M — R
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such that
Vibj = p {em|b2ai; + [e(1 = m) + ed]p|?] bid, } (5.39)
In that case, the affine connection is given by
TE = 7% + p [edbibd® — em (bio} + b;of — bay;)]. (5.40)
Conversely, if (5.39) holds then (3 is closed.

Proof. F is Berwald iff the Berwald condition (5.24) holds for some smooth f*.
The Berwald condition implies that (db)(0;,0;) = 0;b; — 0;b; = @ibj — @jbi =
c(1 4+ m)(fibj — fjbi), so since b; is closed, this expression vanishes and hence
fibj = f;b; must hold for all 4, j, which is only possible if f; is proportional to
b; in the sense that fr = pby for some function p on M (this can be checked
easily at any given point in M by choosing coordinates in which b; has only one
nonvanishing component at that point). In this case (5.24) reduces to (5.39) and
(5.25) reduces to (5.40). Moreover, since f, is smooth, pb; must be smooth, and
this implies that p is smooth whenever by, # 0, and since by, is nowhere vanishing,
this implies that p is smooth on M. The opposite holds trivially as well: (5.39)
implies that 0;b; — 0;b; = @ibj — ﬁjbi = 0 and hence 5 is closed. ]

The Berwald condition for m-Kropina spaces follows immediately by setting
+ =+4,¢=1,d = 0. Again, under the additional assumption that the 1-form is
closed, this condition simplifies considerably.

Corollary 5.3.10. Let F = o' ™3™ be a properly Finslerian m-Kropina met-
ric on a manifold M with dimension greater than two.

o F is of Berwald type if and only if there exists a smooth vector field f* on
M satisfying

ﬁjbi = m(fkbk)aw + blf] — mflb] (541)
In this case, the affine connection is given by
Ffj = f‘fj + ma®* (aijfk —ajifi — akifj) . (5.42)

o If B is closed, then F is Berwald if and only if there exists a smooth
function ¢ : M — R such that

ﬁjbi =c [m\b\zaij + (1 — m)bzbj} R (5.43)
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In this case, the affine connection is given by

Ffj = f‘fj + mc (aijbe — 55()1 — 5fbj) R (5.44)
o Conversely, (5.43) implies that 8 must be closed.

The condition (5.41) has also been obtained in [73] under the assumptions |b|? # 0
(essentially replacing our assumption that dim M > 2) and A > 0. The less
general condition (5.43) was obtained in [44], where it was believed to be the
general Berwald condition due to some details that were overlooked. In our paper
[H3] we identified the error in the proof in [44] and corrected it; we refer to [H3]
for the details of that discussion. We remark that our ¢ in (5.43) is related to
C(z) in [44] by C(z) = (1+m)c/2 and that our power m is related to the power
n in [44] by n = —2m/(1 + m).

Our next aim is to prove Theorem 5.3.12, which may be viewed in some sense
as a generalization of Corollary 5.2.5. It shows that generalized m-Kropina
metrics are the most general (o, )-metrics that are consistent with a certain
form of the affine connection. In the version of the theorem we prove below,
we will assume that ¢’ # 0 on A. However, this assumption is superfluous
and the theorem can be proven also without it. Since the proof below is already
quite lengthy, we ignore such generalizations for the moment and refer instead to
Appendix D.2 for details. In what follows, we will denote by s both the function
s:(z,y) — s(x,y) = B(x,y)/a(x,y) as well as its function values s € R. So we
will write, for instance, that s € s(U) if the value s lies in the image of the set U
under the function s. Moreover, if A C X is a subset of a topological space X,
we will denote by AY and A its (topological) interior and closure, respectively.
We start with a technical but important lemma.

Lemma 5.3.11. Suppose that b; is nowhere vanishing. If U C A is open and
connected then the image s(U) is an interval with nonempty interior and hence
it satisfies, in particular, s(U) C s(U)?\ C for any finite set C.

Proof. Since U is connected and s continuous, s(U) is a connected subset of
R and hence it is an interval s(U) = I C R. Furthermore, it is an interval
containing more than one point. For suppose it contained only one point sg.
Then we would have 32 = spa? = sg|A| for all (z,y) € U. Now fix some zg
such that (zo,y) € U and define V3 = {y € R" : (x9,y) € U,+A(z,y) > 0}.
Then at least one of V. and V_ is open and nonempty. Assume WLOG that V.
is open and nonempty. Then B(xo,y)? = soA(zo,y) for all y € V, and hence
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this equation between polynomials must hold for all y € R™. Since 0 # A, by
assumption, sg # 0. But then salﬂ(xo,y)Q = A(zp,y) and so A is divisible
by 3, contradicting Lemma 5.3.1. Hence I is an interval that contains at least
two points and as such, the interior I° of I must be a nonempty open interval.
Removing a finite set of points C from I° thus yields a union 19\ C = U§:1(aja b;)
of open intervals with

a1 <by=as<by=as < - <bp_1=a, < bg. (5.45)

It is then clear that 10\ C' = [a1,bx] and hence that I C I°\ C, completing the
proof. O

As a result, if some ODE for ¢(s) is satisfied for all s € s(U) \ C, where U C A
is open and C' a finite set, then the ODE may be solved (explicitly) on the open
set s(U)%\ C using standard methods, and this uniquely determines ¢ on all of
s(U) by continuous extension.

Theorem 5.3.12. Let F = a¢(/a) be a properly Finslerian (o, B)-metric with
dim M > 2. Suppose furthermore that A is connected and that ¢’ # 0 on A.
Then TFAE:

(i) Fis Berwald and there exist nowhere vanishing \, p,o € C°°(M) such that

Tk = Mkbb, + p (b} + bjoF ) + obhay; (5.46)

(ii) B is closed and there are monvanishing constants c,d,m and a nowhere
vanishing p € C*°(M) such that

B(s) = £s " (c + ds?)mHD/2 (5.47)

ﬁibj =p {cm]b|2aij + [C(l — m) + Gd‘b’ﬂ bibj} (5.48)

In that case p = —0 = —cmp and \ = edp.

Proof. Assuming (ii) then, according to Proposition 5.3.9, F' is Berwald and the
affine connection is given by (5.40) and from this we infer that TZ-’; is clearly of
the form (5.46) with A = edp and p = —0 = —cemp. Next, suppose that (i) holds.
Then the Berwald condition (5.11) must be satisfied on all of A (since ¢ never
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vanishes) with TZIE given by (5.46), in which case this condition reduces to

Yy Vibj = Ab*Bb; + 2pBb; + o|bl*y; + % (Aﬁzbi + p(Byi + Ab;) + U/Byi) ;
(5.49)
where 1) = ¢/¢' — s. We can write this also as
Ay 2 2 € 2 €
¥ Vibs — (ABPBb; + 2086 + olb*y;) = = (A8” + pA) bi + — (p + o) By,
(5.50)

where we have collected all manifestly linear terms on the LHS and grouped the
RHS by a b; term and a y; term. Since the LHS is linear, the RHS must be so
as well, and in fact, by Lemma B.0.2 this can only be achieved if both terms on
the RHS are linear, i.e. if % (p+ o) B is independent of y and if % (AB?% + pA)
is linear. Since A = 0 is excluded, by definition, from A and since A has only
a single connected component, by assumption, A must be contained in one of
the open sets A > 0 or A < 0. And that, in particular, implies that e = sgn(A)
is just a constant on A. Thus we need % (p+ o) B to be independent of y and

% (AB? + pA) to be linear.

Step 1) Claim: p= —0¢

First we consider the y; term, which is linear in y iff ¢ (p + o) 8/« is independent
of y. The only way this can be true, assuming F is properly Finslerian, is if
p = —o. To see this, suppose that p # —o. Then we must have ¢5/a = 1ps =: ¢
where £ is a priori a function of z, but since the LHS depends only on s, ¢ must
actually be constant. Hence ¢ = ¢/¢' —s = {/s for all (z,y) € A with s # 0. As
a differential equation in the variable s this must hold for all s € s(.A)\{0}. Since
A is open and connected, we can apply Lemma 5.3.11 and its consequences: we
can integrate the differential equation for ¢(s) on the interior of s(A) \ {0} and
then extend the solution by continuity to all of s(.A), i.e. for all relevant values
of s.

We will now apply this scheme. Assuming WLOG that ¢ # 0 (for oth-
erwise ¢ — s¢/ = 0 and detg;; = 0, by (C.14)) we integrate to find In|¢| =
[(s4¢/s)""ds = In(|e(£ + s%)|)/2, where ¢ is an integration constant. Then
¢ = Jc(l + s?) for s in the interior of s(A) \ {0}, and by the argument given
above, ¢ must in fact have this form for all relevant values of s. Hence F? =
a?¢? = c(la?® + B?) is pseudo-Riemannian. This is excluded in the premise of
the theorem and hence it is a contradiction, so we must indeed have p = —o.
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Step 2) Deriving an ODE in s
Next, we consider the b; term, setting ¢ = —p. This term is linear iff the
coefficient of b; is linear, which is the case iff

8:0; [z (A% + pA)] = 0. (5.51)

For the first derivative, we have

o [L (32 4 pa)] = YOS (35 4 pA) - Lba (AP 4 pd) (552
LY

(2)\66 + 2py;) (5.53)
_ % (bi _ ﬁiﬁ) (Aﬁz +pA) - W (A% + paA) (5.54)
+ 2 (278 + 20m) (5.55)
_ % {_ (ﬁj’ ﬂ/’) (A6” + pA) + 204/)74 (5.56)
+ {b; terms}, (5.57)
where we have used the identities
A eyz 5 1 L 5312
b= Bis=— (bl L ) , (5.58)

and separated the y; and the b; parts, the latter of which are irrelevant. The
reason for this is the following. By inspecting the situation (or working it out
exactly) it is clear that the second derivative in (5.51) will be of the form fa;; 4+
gh;j, where f,g are functions and h;; is a linear combination of b;b;, b;y;, y;b;
and y;y;. Hence h;; has at most rank 2, which is strictly less than the rank of
a;j. That means that (5.51), i.e. the equation fa;; + gh;; = 0, can only hold
if f = 0, for otherwise we could write a;; = (g/f)hi; and a;; and h;; would
have the same rank. It turns out that it suffices for what we aim to prove to
consider this coefficient f, as we will see shortly. Differentiation of the b; terms

n (5.57), however, will never yield terms proportional to a;;. In fact, the only
way we get terms proportional to a;; is by directly differentiating y; in (5.57). No
other terms resulting from the product rule are proportional to a;; either. This
simplifies this calculation enormously because it means that in order to get the
a;j-coefficient f from (5.57) we effectively need only replace y; by its derivative
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5jyi = a;j to obtain

8:0; [:ﬁ (A3 + pA)} - (5.59)

% [ (Bj/ - iqf) (A8% + pA) + 2ap¢] aij + ghij. (5.60)

As we argued above, the vanishing of this implies that we must have

0= é {— <5j4/’/ Ew) (w? + pA) + 2ap1/)} (5.61)
_ (:f; + 7!}) (A8% + pA) + 200 (5.62)
—e (s¢' +v) ()\32 + pe) + 2p1), (5.63)

or, after rewriting,

Y n=s

v ma n=ep/A, (5.64)

whenever s # 0 and s? + 1 # 0. Note that 1 never vanishes for otherwise
¢—s¢’ = 0and det g;; = 0, by (C.14). As before, since the LHS depends only on
s, the RHS should also not depend on x explicitly, which implies that n, which is
a priori a function on M, should actually be a constant?. Hence (5.64) is an ODE
for 4 (s) that should be satisfied for all for all s € K = s(A) \ {\/=n,0, —/—n}.

Step 3) Solving the ODE to obtain ¢(s)
In analogy with how we solved the differential equation for ¢ in step 1 of this
proof, this one is solved uniquely, for all s € K°, by

cS

= T (5.65)

where ¢ is an integration constant. We find ¢ on K° via ¢ = ¢/¢’ — s. This can

2We can invert (5.64) to obtain 7 as a function of s, except for values of s that satisfy
1 + s¢’ = 0, which can only constitute a set with empty interior, for otherwise ' would be
pseudo-Riemannian. Hence, by continuous extension, the formula for 7(s) must also hold on
this set.
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now be written as

¢ < s >1 ds® —cm
o= S ——— 5.66
o 32+77+8 ds3 +cs’ (5.66)

where we have introduced an arbitrary constant d and defined ¢ = d(¢ + n) and
m = —dn/c = —n/(n+ ¢). This is uniquely solved by

d(s) = ds ™ (c + ds?)m+D/2) (5.67)

where we may absorb the integration constant d (up to sign) into ¢ and d. Hence
¢ attains the desired form

B(s) = £5 (e + ds?) /2 (5.68)

for all s € K. Once again, by Lemma 5.3.11, we can extend the solution by
continuity to all relevant values of s. In other words, ¢ has the form (5.68) for
all relevant values of s, as desired. In principle, the constants ¢,d, m and the
sign £+ could have different values on different connected components of s(.A),
but since A is assumed to be connected, s(.A) is also connected and hence the
constants and the sign are actually fixed over all of s(.A).

Step 4) The condition on ﬁibj
Finally we substitute the form (5.65) of 1) and the relation between p,o and A
into the Berwald condition (5.50), leading to

y/Viby = (AbBbi + 208b; + olb|y; ) + excBb;, (5.69)

from which we can infer by differentiation that for @ibj is symmetric under ¢ <> j.
This implies that the 1-form S is closed and hence, by Proposition 5.3.9, that
the desired Berwald condition holds. This completes the proof. O

Remark 5.3.13. As a consistency check for the last part of the proof, we may
also derive the desired Berwald condition directly from (5.69). We note that the
definitions of ¢ and m in terms of ¢ and n above may be inverted as ¢ = ¢(1+m)/d
andn = —mc/d. Using also the relations between \, p, o, we find that (5.50) turns
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into
YVib; = ()\]b|zﬁbi 1 28b; + U|b|2yi) 1 eAEBb; (5.70)
= (AIB2Bbs + 2en\Bbi — enAbl*y:) + exc(ljl‘m)ﬁbi (5.71)
= [ 2 + S ey (5.72)
_ ) :(|b|2 - 26;”0 + 66(1; m)> Bbi + E’ZCW%} (5.73)
) _(|b|2 rea- m)) Bb; — e_;nc|b|2yi] , (5.74)
from which we can infer by differentiation that
Vibj = % {[edIb? + (1 = m)| bib; +melpl?as; } (5.75)

which is precisely (5.48) provided we identify p = e\/d.

We now turn to an explicit nontrivial example of a class of Berwald spaces that
will turn out to be more general than it may seem, as we will see shortly in
Proposition 5.3.15. We will come back to the special case where F' is m-Kropina
(i.e. ¢=1,d =0) in detail in the next chapter. In what follows we will use the
convention that indices 7, j ... run from 1 to n, whereas indices a,b... run from
3 to n.

Example 5.3.14 (A family of generalized m-Kropina spaces of Berwald type).
Consider a generalized m-Kropina metric

F = a¢(B/a), B(s) = £ ™(c + ds?)mH1/2, (5.76)
with m # 1, a given by

a = —2dudv + H(u,v,z) du® + 2W, (u, z) dz®du + hep(u, z) dztdz®,  (5.77)

and 1-form B = du, expressed in coordinates (u,v,x) == (u,v,z3,...,2"), where

H, W,, a=3,...n are arbitrary smooth functions and hyyp, is a pseudo-Riemannian
metric of dimension n—2. In the special case that hqay, and hence a;j is Lorentzian,
metrics of the form (5.77) are known as Kundt metrics [77, 78, 79], see also Ap-
pendix A.1. The 1-form [ is null w.r.t. o and the only (possibly) nonvanishing
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component of the covariant derivative of B is:
Vb, = —10,H . (5.78)

Hence condition (5.39) is satisfied with |b|> = 0 and p = —0,H/2c(1 — m) and
hence this geometry is Berwald. The affine connection is determined by the

tensor TZ;, which is of the form (5.46) with coefficients given by

—ed m

In fact, as shown by the following proposition, this example exhausts essentially
all possible generalized m-Kropina spaces of Berwald type with closed null 1-
form.

Proposition 5.3.15. Let F = a¢(f/a), ¢(s) = s ™(c 4+ ds?)™tD/2 pe q
generalized m-Kropina space with n > 2, m # 1 and suppose that 5 is a closed
null 1-form. TFAE:

(i) Fis Berwald

(i) V;bj = pb;b; for a smooth function p;

(iii) F is given, locally, by the Finsler metric of Example 5.3.1/;
In this case p = —%&,H and

mp

0 _ 4
by ="+ 1oy

(aigh” — 9bi — 3fb; ) . (5.80)

Proof. Setting |b|> = 0 in Proposition 5.3.9 it follows that F is Berwald iff there
exists a smooth function p on M such that @ibj = pc(1 — m)b;bj. Since ¢ # 0
by Lemma 5.3.7, and since we have assumed that (1 —m) # 0, this is equivalent
to condition (ii), proving the equivalence between (i) and (ii). The implication
(iii)=-(ii) is provided by Example 5.3.14, and finally, the implication (ii)=-(iii)
follows by Lemma 5.3.16 below. O

In contrast to most of the results in the chapter, Proposition 5.3.15 as well as
Lemma 5.3.16 below are based on [H3] rather than [H1].

Lemma 5.3.16. Let n > 2 and let a be a pseudo-Riemannian metric and b a
nowhere vanishing 1-form. If |b|?> = 0 and Vib; = pb;b; for some function p then
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around each point in M there exist local coordinates (u,v,x>,...,z") such that

b=du and
a = —2dudv + H(u,v, z)du® + 2W, (u, 2)dudz® + hep(u, z)dz?dzb,  (5.81)

with h some pseudo-Riemannian metric of dimension n — 2, and p is then given
by p = f%&,H.

Proof. Because ?ibj is symmetric, b is closed and hence locally exact, and, since
|b|? = 0, by assumption, it follows by Proposition A.1.1 that the metric a can be
written in the form

a = —2dudv + Hdu? + 2Wydudz® + hy.da’da®. (5.82)

It remains to be shown that the functions W, and h,;, do not depend on coordi-
nate v. To this end, we employ on the one hand the condition V;b; = pb;b; =
P 5}”(5;-‘ expressed in our preferred coordinates, and on the other hand the expres-

sion for @ibj computed explicitly in the preferred coordinates. Using the fact

that b; = 6;' and a't = —55 and a;, = 0, we find after a straightforward compu-
tation that the latter is given by @ibj = —%8(;;7' , thus leading to the requirement
that
1 0a;;
b ——" 5.83
Poi 6 2 Ov ( )

Plugging in the explicit form of a;; in our preferred coordinates, this leads to
p=—10,H, O W, = Ophgp = 0, (5.84)
as desired. 0

As a final remark, we note that some of the results obtained in this chapter
for Berwald spaces can easily be generalized to so-called generalized Berwald
spaces, defined by the property that they admit a (not necessarily torsion-free)
metric-compatible affine connection. The only difference is that in that case, Tj;
need not be symmetric in ¢ <> j, as it has to be for Berwald spaces. We note,
however, that we have applied Christoffel’s trick in some of the proofs, which is
based precisely on this symmetry, so these parts will not necessarily generalize
immediately.
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CHAPTER 0

Pseudo-Riemann Metrizability

Given a Finsler space of Berwald type, the Cartan nonlinear connection de-
fines a linear connection on T'M that is, by definition, torsion-free and metric-
compatible. The natural question thus arises whether there exists a pseudo-
Riemannian metric that has this connection as its Levi-Civita connection. Sim-
ply put, is (the affine connection on) every Berwald space metrizable? For posi-
tive definite Finsler spaces defined on A = T My this is indeed the case, as was
first shown by Szabo.

Theorem 6.0.1 (Szabo’s Metrization Theorem [42]). Any positive definite
Berwald space with A =T My is metrizable by a Riemannian metric.

The proofs of this theorem [42, 80] rely on procedures such as averaging [81] over
the indicatrix S, = {(z,y) € T,M : F(x,y) = 1} for which it is essential that
the Finsler metric [ is sufficiently smooth and defined everywhere on A = T Mj.
In the case of Finsler metrics of indefinite signature, however, the domain where
F' is defined is typically only a proper subset of T'M, and hence the proofs do
not extend to this case. And even if A = T My, the fact that the indicatrix is
not compact in indefinite signatures poses problems.

It was shown in [H2] that Szabo’s metrization theorem is indeed not valid
for Finsler spaces in the general sense of our Definition 1.2.3, and in [H3] the
situation was further investigated and necessary and sufficient conditions for
(local) metrizability were obtained in the specific case of m-Kropina spaces with
closed null 1-form. In this chapter we establish these results and expand on
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them considerably, covering not only m-Kropina metrics but also generalized
m-Kropina metrics, and arbitrary 1-forms.

The culprit behind all known counterexamples to Szabo’s theorem is the fact
that the affine Ricci tensor is in general not symmetric. This property, symmetry
of the affine Ricci tensor, is clearly a necessary condition for metrizability, and
we will see that for all specific metrics investigated here, this is in fact also a
sufficient condition, at least locally. In other words, if the affine Ricci tensor is
symmetric then any point in M has a neighborhood on which the geometry is
metrizable. This property is called local metrizability, and it will be the main
focus of this chapter. In what follows we will thus use the following definition.

Definition 6.0.2. A Berwald space with underlying manifold M is said to be
locally metrizable if each point in M has a neighborhood that admits a pseudo-
Riemannian metric whose Levi-Civita connection coincides with the affine con-
nection restricted to that neighborhood.

After establishing the necessary and sufficient conditions for local metrizability,
we classify all locally metrizable and Ricci-flat m-Kropina metrics in (1+3)D, and
we discuss the implications for vacuum solutions to the field equations in Finsler
gravity. But before we turn to these specific types of spaces, we give the general
argument for nonmetrizability, together with a simple explicit counterexample.

6.1 Nonmetrizability of Berwald spaces

We start with an adaptation of the results developed in [H2]. A simple way to see
why not all Berwald spacetimes are metrizable is to consider the lack of symmetry
of the affine Ricci tensor R;;. Recall that the affine Ricci tensor is given by (4.4)
in terms of the affine connection induced by the canonical nonlinear connection.
Recall further that the curvature tensor of the affine connection of a Berwald
space is related to the nonlinear curvature via (4.3). Finally, define the function

f =1n/]det g] and note that

1
6if = ——6;| det ks g = TF; 6.1
f= Sdet g |det g| = 9 ki s (6.1)

Oif = 50| det g| = ’“l&gkz—g Cir = C;. (6.2)

1
9] det g]

Then, using the definition of the nonlinear curvature (2 14) in terms of commu-

tators of horizontal vector fields and the fact that 6;T'% G= = o;T* J1» since &T?l =0,
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we find that
Rij = Ry = 60" j = 6,0k = 830, f — 50, (6.3)
= [0:,0;]f = R*i;0u f = RF1i;9 O f
= R¥;;y'Cy.

Hence the skew-symmetric part of the affine Ricci tensor is given by

Rj;j; = $RFi59/'Ch. (6.6)

If the Finsler Lagrangian is pseudo-Riemannian then C} = 0 and Rij = Rji, but
for general Finsler metrics of Berwald type the RHS of (6.6) need not vanish.
We will give an explicit example below. In such a case it is immediately clear
that the affine connection cannot be obtained as the Levi-Civita connection of
a pseudo-Riemannian metric, because the Levi-Civita connection always has a
symmetric Ricci tensor. This shows that not all Berwald spaces are pseudo-
Riemann metrizable, as was demonstrated originally in [H2].

Example 6.1.1 (Counterexample to Szabd’s theorem). Let the Lorentzian met-
ric a and the 1-form [ be given by

a = —2dudv + vip(z,y) du? + dz? 4 dy?, B = du, (6.7)

where Y is any scalar function that is not constant, and let F' be any generalized
m-Kropina metric F = ap(8/a), ¢(s) = 5 " (c+ds?)™ /2 constructed from
these building blocks. Note that these form a subclass of the family of Berwald
metrics described in Example 5.53.1/. A straightforward calculation (or applica-
tion of Proposition 6.2.2 below) shows that

% (Rux - qu) = 501, % (Ruy - Ryu) = 1Oy (6.8)

Since ¢ is not constant, it is clear that unless m = 0, the affine Ricci tensor is
not symmetric and hence the affine connection of F does not coincide with the
Levi-Civita connection of any pseudo-Riemannian metric.

The culprit behind the fact that Rij fails to be symmetric in general, and in-
deed the culprit behind all currently known counterexamples to Szabo’s theorem,
seems to be not the signature, but the fact that A C T My is a proper subset.
This is shown by the following theorem, the proof of which uses the properties
of the (positively) projective tangent space at a point z € M, defined as the
quotient PT,M™* = (T,,M \ 0) /~ where y ~ y iff y/ = \y for some A > 0. This
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construction is similar to that of standard projective spaces, see e.g. [54, 82];
for details we refer to [38] and references therein. The two essential properties
that we will use in the proof below are that (i) PT,M™ is compact, and that (ii)
any smooth 0-homogeneous function on 7, M \ 0 can be identified with a smooth
function f on PT,M™ via f([y]) = f(y), where [y] is the equivalence class of
y € T, M \ 0 under the equivalence relation ~.

Theorem 6.1.2. For a Berwald space with A =T My, the affine Ricci tensor is
symmetric, R;j = Rj;.

Proof. We employ the expression R;; — Rj; = Rkijék f derived above for the
skew-symmetric part of the Ricci tensor and we start by noting that the LHS
only depends on z, not y, for Berwald spaces. It thus suffices to show that for
each © € M there exists at least one y € A = T My such that Rkijékf = 0; this
then implies that the expression vanishes on all of T'My. So let us fix some x € M.
Since y — f(z,y) is smooth and homogeneous of degree 0 it can be interpreted
as a smooth function f on PT,M™. Since f is in particular continuous and
PT,M™ is compact, f attains its minimum on PT,M ™. Suppose this minimum
is attained at the equivalence class [y] € PT, M ™. That means that the original
function y — f(z,y) attains its minimum at y € T, M \ 0, so that 5if|(x7y) =0
and hence Rkijék fl(zy) = 0. Since x was arbitrary this completes the proof. [

6.2 Metrizability of generalized m-Kropina spaces
with closed null 1-form

This section focuses on generalized m-Kropina metrics with closed null 1-form
(ie. db = 0 and [b]? = a;;b'b) = 0) of Berwald type. We will also assume
throughout this section that n := dim M > 2 and that ¢ # 0 and m # 1 and
we remind the reader that, since A is assumed to be contained in the subset of
TM characterized by s > 0, ¢ 4+ ds? > 0, in order for any real power of those
expressions to be defined, we may assume without loss of generality that b; is
nowhere vanishing. Furthermore, we will stick to our convention that indices
a,b,c,... run from 3 to n, whereas indices 4,7, k,... run from 1 to n. Many
results in this section have been published in [H3], but only with regard to
standard m-Kropina spaces. It turns out that exactly the same analysis holds
up for generalized m-Kropina spaces, and we present this extended analysis here
for the first time.

80



6.2. Generalized m-Kropina spaces with closed null 1-form

Assuming our generalized m-Kropina space is Berwald it follows from Propo-
sition 5.3.15 that in suitable coordinates we have g = du and

a = —2dudv + H(u,v, x) du® + 2W,(u, z) dzdu + hap(u, z) dz®dzb,  (6.9)

and that
mp

¢ _ apt

(aijbe — 5;1)1 - (5be) (610)
with p = —10,H. Substituting the form of p into (6.10) and using that b; = §*
and hence that b¢ = a*by, = azké}j =qlv = —55, we obtain the following.

Lemma 6.2.1. In the coordinates (u,v,z3,...,2"), the affine connection coeffi-
cients can be expressed in terms of the Levi-Civita Christoffel symbols Ffj of the
pseudo-Riemannian metric a as

It =1k + Ark ALY, =

L OuH (aof + 5552 + 6Far) . (6.11)

2(1 —m)

We can use the preceding results to analyze the (deviation from the) symmetry of
the affine Ricci tensor, which has a very simple expression in these coordinates,
as the following result shows.

Proposition 6.2.2. In the coordinates (u,v,z3,...,2"), the skew-symmetric
part of the affine Ricci tensor is given by

mn

R[z]} = —m(éz‘aj&,H — 5?8261,['[) (6.12)

Proof. From the definition (4.4) of the affine Ricci tensor of a Berwald space and
the fact that Ffj = F?i it follows that the skew-symmetric part of the affine Ricci
tensor can be written as

Ryj =3 (Rz‘j - Rjz’) = T (6.13)

Since the Levi-Civita connection Ffj has a symmetric Ricci tensor, it follows that

B[if;?] x = 0 and hence we have

D, k k k k
Ry = 0%y, = 0pATE, = 3 (9,AT}, — ;AT (6.14)
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Using Lemma 6.2.1 we find that

ko m ' " W) _mn u
ALY = 51—y O (v + 87 +noy) = 20—y (6.15)
where we have used that a,; = —5;’, and hence we obtain
_ mn u u
O

Now we will prove the main result of this section, characterizing the local metriz-
ability of generalized m-Kropina spaces of Berwald type with closed null 1-form.

Theorem 6.2.3. Let F' be a generalized m-Kropina metric of Berwald type with
closed null 1-form and with m # 0 and dim M > 2. The following are equivalent:

(i) F is locally metrizable;
(i) The affine Ricci tensor is symmetric, R;j = Rj;;

(iii) Around each point in M there exist coordinates (u,v,x3,...,2") such that
b=du and

a = —2dudv + {H(u, x) + p(u)v] du? + 2W, (u, z)dudz®
+ hap(u, z)dzda?, (6.17)

with H, 0, Ws, ... Wy smooth functions and h a pseudo-Riemannian metric
of dimension n — 2.

In this case, the affine connection restricted to the chart corresponding to the
coordinates (u,v,z3,...2") is metrizable by the following pseudo-Riemannian

metric:
G=erm | P, (6.18)

Before presenting the proof, we note that if p = 0 then @ = a, i.e. the affine
connection is metrizable by the defining pseudo-Riemannian metric a. This was
to be expected, since in that case the 1-form [ is parallel with respect to «, and
hence the result follows by Corollary 5.2.5.

Proof. (i) trivially implies (ii). For (ii)=-(iii) we use the preferred coordinates
(u,v,23,...,2™). By Proposition 6.2.2, the only nonvanishing components of the
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skew-symmetric part of the affine Ricci tensor are

— m

n .
By = =qq =y %0 Hs - G =200m: (6.19)

By assumption, the Ricci tensor is symmetric, so all of these must vanish. The
uv component yields 92H = 0 and the remaining components yield 9,0,H = 0,
a =3,...n. In other words, H must be linear in v and the corresponding linear
coefficient can depend only on the coordinate u. That is,

a = —2dudv + [ﬁ(u, x) + p(u)v] du? + 2W, (u, z)dudz® + hay(u, z)dzdz’.
(6.20)

This proves (i¢) = (ii). For the final implication (i7i) = (i), recall from
Lemma 6.2.1 that the affine connection coefficients can be expressed as
k _ pk m ko sk k

L = 0+ gyt (aijok + of oy + oFor) . (6.21)
On the other hand, an elementary calculation shows that the Levi-Civita
Christoffel symbols of the pseudo-Riemannian metric @ = e¥*a can be ex-
pressed in terms of the original Levi-Civita Christoffel symbols corresponding to
a as

ark = I8+ Ly/(u) (aijajj +oksy 4+ 555;%) . (6.22)

In this case, ¥(u) = 2= [ p(@)da, so ' (u) = £ p(u) = 170y H, and hence
it is clear that (6.21) and (6.22) coincide. This shows that the connection coef-
ficients of a coincide with the affine connection coefficients of F', and hence F' is

locally metrizable, i.e. (i) holds. This completes the proof of the theorem.  [J

Theorem 6.2.3 provides necessary and sufficient conditions for a generalized m-
Kropina space with closed null 1-form to be locally metrizable. Next, we apply
the theorem to an explicit example from the physics literature.

Example 6.2.4. Consider the Finsler VSI spacetimes presented in [//], with
the 4-dimensional Finsler metric

14+m

F = |~2dudv + ( + pv)du? + 2W,duda® + dpdada’| 7 (du)™,  (6.23)

where the metric functions ﬁ,p, W, depend only on u and x*, not on v. The
way to interpret the RHS is to view all 1-forms as real-valued functions on T M,
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products, sums, and powers of which are defined pointwise. The name ‘Finsler
VSI spacetimes’ stems from the fact that the pseudo-Riemannian part o is a
VSI spacetime, i.e. it has vanishing scalar curvature invariants [83]. F is an
m-Kropina metric and by Proposition 5.5.15, it is of Berwald type. By Theo-
rem 6.2.3 it is locally metrizable if and only if Oup = 0. The case p = 0 provides
a Finsler version of the gyratonic pp-wave metric [8/, 85], which is trivially
metrizable by the Lorentzian gyratonic pp-wave metric itself.

As a special case of Example 6.2.4 we obtain a particularly simple, nontrivial
example of a locally metrizable Finsler metric.

Example 6.2.5. Let F be given by (6.23) with H(u,x) = 0, p(u,z) = u and
Wy (u,x) = 0. Relabeling the two coordinates = as x and y, this leads to the
Finsler metric

14+m

F = |-2dudv + uvdu® + dz® +dy?| * (du)™™, (6.24)

which has an affine connection given by the following nonvanishing Christoffel
symbols:

1+mu u? v
Fu — el I"'U — -1 = 2
u m u
Tw=-5 Teu=Ty=Tu=T4y=7""—5 (6.26)

As indicated by (6.18) in Theorem 6.2.3 this connection is metrizable by the
Lorentzian metric

2

g= =) (—Qdudv +uvdu® +da® + dyQ) . (6.27)

6.3 Metrizability of m-Kropina spaces

The results of the previous section have been obtained using the specific co-
ordinate system introduced in Example 5.3.14 and Proposition 5.3.15, which
presupposes that the 1-form ( is closed and null. In this section we consider
general 1-forms S and so the methods used in the previous section cannot be
generalized straightforwardly. However, using different methods it is possible
to obtain some interesting results on the metrizability of (standard) m-Kropina
spaces with arbitrary 1-form, without the need for introducing a special coordi-
nate system. As a special case, this will reproduce the results obtained above
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for m-Kropina spaces with a closed null 1-form, providing an alternative proof
of those results. The results in this section were obtained only recently and have
not been published yet; we present them here for the first time. In contrast to
the results obtained in Section 6.2 they do not generalize in an obvious way to
generalized m-Kropina spaces.

Hence throughout this section, we will assume F is an m-Kropina metric.
Again we restrict our attention to the case n = dim M > 2. Recall from Corol-
lary 5.3.10 that an m-Kropina metric is of Berwald type if and only if there exists
a smooth vector field f* on M such that

@jbi = m(fkbk)aij + bifj — mfibj, (6.28)
and if so, the affine connection is given by

Ffj = f‘fj + AFZ, AFZ = ma®* (a,-jfk - ajkfi — a;m-fj) (629)
in terms of the Levi-Civita connection f‘fj of a. We start, in analogy with the
previous section, by deriving a precise formula for the skew-symmetric part of the
affine Ricci tensor, which we will denote by A(R), i.e. A(R);; = R[ij]. Moreover,
at the risk of stating the obvious, we remark that the expression d f below denotes
the exterior derivative of the 1-form f with components f; = a;;f’ appearing in
the Berwald condition (6.28).

Lemma 6.3.1. The skew-symmetric part of the affine Ricci tensor is given by

A(R) = —%d f (6.30)

Proof. In general we have R[ij] = %(@AF’% — 0;AT'},) as shown in the proof of
Proposition 6.2.2 (see (6.14) in particular). Employing the expression (6.29) for

Al“fj, we find that

AT} = —mnf; (6.31)

and this yields
Ry = %(@fi — 0ify), (6.32)
which is precisely the coordinate expression of (6.30), as desired. O

We then have the following characterization of local metrizability.
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Theorem 6.3.2. For an m-Kropina metric F = o' T3~ of Berwald type with
dim M > 2, the following are equivalent:

(i) F is locally metrizable;

(i) The affine Ricci tensor is symmetric, R;j = Rj;;
(iii) f; is a closed 1-form.

In that case we can locally write f; = 0y for some 1p € C*°(M) and we may
define a;; = 6_2””/)@1-]- and by = e~ UT™Yh, and define & and B accordingly. Then
F can be written as F = &"mB=™ 3 s covariantly constant with respect to &,
and a;; provides a local metrization of F.

Proof. The first two implications are rather straightforward. (i)=-(ii): If F' is
locally metrizable then it follows trivially that the Ricci tensor is symmetric.
(ii)=-(iii): If the Ricci tensor is symmetric then Lemma 6.3.1 shows that df =
0. The remaining nontrivial part of the proof is showing that (iii) implies (i).
(iii)=-(i): If f; is closed then f is locally exact, i.e. f; = 0;% for some (locally
defined) function ¥ on M. Consider the following transformed metric and 1-
form, a;; = e_Qmwaij and INJZ' = e~ (MY and define & and B accordingly. Then
F = o!tmp=m = gl*+m3=m and it is straightforward to show that the Christoffel
symbols of a;; are given by

T =18 —m (fi0] + f;0F - fFayy) (6.33)

in terms of those of a;;. Hence if we denote by V the Levi-Civita connection of
& then we find that

@jl;i == 6_(1+m)w {6]@ - (m(fkbk)aw + blfj - mfzb])} == 0, (634)

which vanishes, by (6.28). In other words, b; is covariantly constant w.r.t. a;;,
and since we can write F as F = a*t™5~™_ it follows from Corollary 5.2.2 that
the affine connection on F' is just the Levi-Civita connection of a;;. Hence F' is
locally metrizable, namely by a;;, completing the proof. O

The mapping (o, 5) — (&, 3) is a generalization of what is called the f-change
in [73, Chapter 6].
We can now distinguish several cases.
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6.3. Metrizability of m-Kropina spaces

1. bisnot null. In this case, f; is necessarily closed, which follows immediately
from Proposition 5.3.8 and which was also observed in [73]. Hence we have
the following.

Corollary 6.3.3. An m-Kropina space with |b|?> # 0 is locally metrizable.

2. If bis null and closed then Section 6.2 completely characterizes local metriz-
ability in terms of local coordinates.

3. If b is null but not necessarily closed then the local metrizability of F' can
also be characterized in local coordinates, as will be discussed next.

Proposition 6.3.4. If |b|> = 0 then F is locally metrizable if and only if around

each point in M there exist coordinates (u,v,x3,...,x"™) such that
_2myp 2 a a3,..b

a=-e (—Zdudv + Hdu” + 2W,dudx® + hepdx®dz ) , (6.35)

b= eHmvqy, (6.36)

where 1 s any smooth function on M and the metric functions H, Wy, hqp, depend
only on u and x%. In that case, F' can be written as

14+m)/2
F = |—2dudv + Hdu? + 2W,dudz® + habda:admb’( )/

(du)™™ (6.37)
and the metric —2dudv+Hdu? +2W,dudz® + hepdztda® provides a local metriza-
tion of F'.

Proof. We first prove the ‘only if’ part. By Theorem 6.3.2, if F' is locally metriz-
able then there exist a;; = e‘2m¢aij and l;i = e_(1+m)¢b,~ with corresponding &
and § such that F = deB_m and such that B is covariantly constant with
respect to @;j. By Proposition A.2.1 (recall that we may WLOG assume that b;
does not vanish by our definition of A4) it thus follows that locally, we may write

= —2dudv + Hdu? + 2W,dudz® + hapdz®da?, (6.38)
= du, (6.39)

where the functions H, W, hy, depend only on u and xz®. It is immediately
verified that a,b and F now attain the desired form. Conversely, if a and b have
the stated form, then F' is given by (6.37) in terms of a and b, and since b = du
is covariantly constant with respect to &, the latter provides a local metrization
of F', by Corollary 5.2.2. O

87



Chapter 6. Pseudo-Riemann Metrizability

As a special case of Proposition 6.3.4 we recover the main result of the previous
section, Theorem 6.2.3, as shown by the following corollary.

Corollary 6.3.5. If b is null and closed then F is locally metrizable if and only
if around each point in M there exist coordinates (u,v,z3,...,x") such that

’<1+m>/2

F = |~2dudv + Hdu? + 2Wdudz® + haydz“da” (dw)™™,  (6.40)

where

H = H(u,z%) + p(u)v, W, = We(u, z%), hap = hap(u, ). (6.41)

Proof. Suppose that F' is locally metrizable, then a and b are given by (6.35)
and (6.36), where the metric functions do not depend on the coordinate wv.
Furthermore, the fact that the 1-form b = e(t™%dy is closed implies that
¥ = ¢(u). In this case, it can be verified that the coordinate transformation
given by u = [* MY dy and o = e D¥(Wy brings the 1-form into the
form b = du and the metric into the form

a = —2dudv + Hdu? + 2W,dadz® + hapdaz®da?, (6.42)
where
H=¢% [H 4+ 2(m — 1)y'v], W, = e(mfl)wWa, hap = €2 hap. (6.43)

Identifying H (u,z%) = ¢ 2V H and p(u) = 2¢~2¥(m — 1)¢/ it can be verified that
F' attains the desired form in the new coordinates.

Conversely, if F' has the stated form, then we define ¥ (u) such that p(u) =
2e2Y(m—1)y’, by setting ¢(u) = —3 In
perform the same coordinate transformation backward. It is clear that this

results in a metric and 1 form of the form (6.35) and (6.36) and hence, by
Proposition 6.3.4, F' is Berwald. O

4 f p(u)du‘, and then we can simply

6.4 Ricci-flatness of m-Kropina spaces

We continue our investigation of m-Kropina metrics and turn to Ricci-flatness.
Recall that a Finsler space is said to be Ricci-flat if the Finsler-Ricci tensor
vanishes, R;; = 0, or equivalently, if the Ricci scalar vanishes, Ric = 0. We
restrict ourselves in this section to the case where M is four-dimensional, which
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6.4. Ricci-flatness of m-Kropina spaces

is the case that is relevant to Finsler gravity. The results in this section have not
been published yet; we present them here for the first time.

6.4.1 Ricci-flat nonnull m-Kropina metrics in (1+3)D

First, we investigate Ricci-flat m-Kropina metrics with [b|? # 0 in (1 + 3)D, by
which we mean that the underlying manifold M has dimension 4 and that a;;
has Lorentzian signature.

Proposition 6.4.1. A (1 + 3)D m-Kropina space with |b|* # 0 is Ricci-flat if
and only if it is locally of the form

F=

T

Cid$i) o (6.44)

with n;; = diag(—1,1,1,1) and ¢; = const.

Proof. We first prove the ‘if’ direction. Since ¢;dz’ is covariantly constant with
respect to 7;;, it follows by Corollary 5.2.2 that any F' defined by (6.44) is Ricci-
flat, since the Ricci tensor of 7;; (which vanishes) must coincide with the affine
Ricci tensor of F', which therefore vanishes, implying that also the Finsler-Ricci
tensor vanishes, by Lemma 4.1.1.

Conversely, to prove the ‘only if” direction, suppose that F'is Ricci-flat. Then,
defining &, /3 as in Theorem 6.3.2, we may write F' = al*mpB3=m and F has the
same affine connection as &, hence if F' is Ricci-flat then & is Ricci-flat. But &
admits a nonnull covariantly constant 1-form, namely b, so if & is Ricci-flat it
must actually be flat, by Corollary A.2.3, and hence, in suitable coordinates it
can be written as a = n;;dz’ '‘da7. Since § is covariantly constant with respect
to this metric, it must have constant coefficients in these coordinates, and the
conclusion of the theorem follows. O

We remark that the assumption about the dimensionality is not void, because
the conclusion of Corollary A.2.3 is not necessarily true if dim M # 4. We also
point out that the representation of F' in terms of a specific choice of o and
B is, of course, not unique. However, since any « is related to the & from the
proposition by a conformal transformation, we have the following two corollaries.

Corollary 6.4.2. If I is Ricci-flat and |b|? # 0 then « is conformally flat.

Corollary 6.4.3. If a is Ricci-flat and |b|*> # 0 then F is Ricci-flat only if a is
flat and B has constant components in flat coordinates.
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Proof. If F is Ricci-flat and |b[?> # 0 then, by the previous corollary, a is con-
formally flat as well as Ricci-flat. It is thus a simple consequence of the Ricci-
decomposition of the Riemann tensor that a must be flat. From Proposition 6.4.1
it then follows that 5 must have constant coefficients in flat coordinates. O

These results have important consequences for the construction of solutions to
the field equations in Finsler gravity, the topic of Part IT1. Most (properly Finsle-
rian) solutions currently known in the literature are obtained through construc-
tions where a vacuum solution « in general relativity is deformed into a Finslerian
solution F' that has the form of an («, 8)-metric. Then the Ricci-flatness of F
(which is a sufficient condition to be a vacuum solution in Finsler gravity) is usu-
ally derived somehow from the Ricci-flatness of o (the exact condition to be a
vacuum solution to Einstein’s field equation). For m-Kropina metrics of Berwald
type, our results above show that if |b|?> # 0 this procedure can only lead to a
single possible Finsler gravity vacuum solution', namely the metric (6.44). It
follows that, apart from this trivial solution, m-Kropina spacetimes only lend
themselves to constructing nontrivial Finslerian vacuum solutions in the above
way for null 1-forms 3. We consider those next.

6.4.2 Ricci-flat null m-Kropina metrics in (1+3)D

While an m-Kropina space with |b|2 # 0 is always locally metrizable, as we have
seen in Corollary 6.3.3, this is not always the case when the 1-form is null. With
regard to Ricci-flatness, it turns out that in the [b|*> = 0 case we have to add
the additional assumption that F' is locally metrizable in order to obtain nice
results. Alternatively, one may choose to replace everywhere the two conditions
locally metrizable and Ricci-flat by the single condition affinely Ricci-flat, the
latter meaning that the affine Ricci tensor vanishes (rather than the Finsler-
Ricci tensor, which is its symmetrization, by Lemma 4.1.1). Affine Ricci-flatness
is not a very common notion in the literature, though, so we will stick to locally
metrizable and Ricci-flat.

Proposition 6.4.4. Let F' be an m-Kropina space. Then

Fis affinely Ricci-flat < F is locally metrizable and Ricci-flat

Proof. If F is affinely Ricci-flat then it is trivially Ricci-flat, since the Finsler-
Ricci tensor is the symmetrization of the affine Ricci tensor. It is also locally

1Strictly speaking, this is only true locally. Our results do not say anything about the global
topology of the manifold.
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metrizable, by Theorem 6.3.2, since the (vanishing) affine Ricci tensor is, in
particular, symmetric. For the converse implication, if F' is locally metrizable
then, by Theorem 6.3.2, its Ricci tensor is symmetric and hence the affine Ricci
tensor coincides with the Finsler-Ricci tensor. The vanishing of the Finsler-Ricci
tensor thus implies, in this case, the vanishing of the affine Ricci tensor. O

The following lemma will allow us to obtain the |[b|> = 0 analog of Proposi-
tion 6.4.1, and it will prove to be useful more generally in Part I11.

Lemma 6.4.5. Let a Lorentzian metric a and 1-form b on a 4-dimensional
manifold be given by

a = —2dudv + H(u, z) du® 4+ 2W,(u, 2) dz®du + hep(u, 2)dzda?, (6.45)
b= du. (6.46)

If a is Ricci-flat then a and b can be expressed, in suitable coordinates, as

a = —2dudv + H(u,z,y)du? + dz? + dg?, (6.47)
b = da, (6.48)

such that H satifies 02H + 8§ﬁ =0.

Proof. We first consider only the metric a. Since b is null and covariantly con-
stant, it follows from Proposition A.3.1 that a can be expressed in suitable co-
ordinates as

a = —2dudv 4+ H(u, z,y)du?® + dz? + dy? (6.49)

such that 6%°0,0,H = 0. We are, however, not only interested in the transforma-
tion behavior of a alone but also in that of b. In [86], on which Proposition A.3.1
is based, no explicit coordinate transformation is given, so to see why we may
assume without loss of generality that b = du remains invariant, we will use the
properties of the general set of coordinate transformations

(u,v, 2", 2?) = (a,0,z',7°%) (6.50)

that leave the form of the metric (6.45) invariant (but that generally change
the expressions for the metric functions H, Wy, hap — H, W, ﬁab). Such trans-
formations have been classified [79, Section 31.2] and they all have the specific
property that u = ¢(u) for some function ¢ depending on u alone. Hence this
applies in particular to the desired transformation that relates (6.45) to (6.49).
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Let’s be a little bit more specific with the notation. What we have argued so
far is that there must exist a coordinate transformation (6.50) such that (6.45)
turns into

a = —2dudv + H(u,z,y)du* + dz° + dg? (6.51)

and such that u = ¢(u). The latter implies we may express the 1-form as
b = du = ¢'(u)du, or equivalently b, = ¢'(u)d);. The trick is now to realize that
since b is covariantly constant (cf. Proposition A.2.1) with respect to a, we must

have Vb, = 0 also in the new coordinates. All Christoffel symbols f}ju of the
metric (6.51) with upper index u vanish identically, however (see (A.13)), and

hence ¢ must satisfy
0= Vaby = daby — T & (@) = ¢ (). (6.52)

It follows that ¢'(u) = C' = constant, i.e. b = Cdu. In this case, it is easily seen
that scaling u by C and scaling v by 1/C leaves the form of the metric (6.51)
invariant (while changing H) and brings the 1-form back into its original form
b = du. This shows that we may assume without loss of generality that C' =1
and hence that the 1-form remains invariant under the coordinate transformation
relating (6.45) to (6.49). This completes the proof. O

Proposition 6.4.6. Any locally metrizable (1+3)D m-Kropina space with |b|? =
0 ¢s Ricci-flat if and only it is locally of the form

F = |—2dudv 4+ H (u, z)du? + 64dz®da®

14+m)/2
‘H P awm (653

such that H satifies 6°°0,0,H = 0.

Proof. First of all, since du is covariantly constant, it follows by Corollary 5.2.2
that any F' defined by (6.53) is Ricci-flat, since the Ricci tensor of the Lorentzian
metric (which vanishes, by Proposition A.3.1) must coincide with the affine Ricci
tensor of F', which therefore vanishes, implying that also the Finsler-Ricci tensor
vanishes, by Lemma 4.1.1.

Conversely, suppose that F' is Ricci-flat. Since F' is locally metrizable it can
be written in the standard form (6.37) with a and b given by (6.45) and (6.46),
respectively. Since the 1-form b = du is covariantly constant with respect to the
corresponding metric a, it follows that the affine connection on F' coincides with
the affine connection on a. So since F' is Ricci-flat, a is Ricci-flat as well. Hence

92



6.4. Ricci-flatness of m-Kropina spaces

it follows from Lemma 6.4.5 that F' can be written locally in the form (6.53), as
desired. n

With this, we have classified (locally, at least) all locally metrizable, Ricci-flat
m-Kropina metrics in (1 + 3)D. We end this chapter with a final remark about
the implications of our findings for the study of vacuum solutions in Finsler
gravity. The results show that any Berwald m-Kropina solution to the Finsler
field equations in vacuum that is not of one of the trivial forms (6.44) or (6.53),
must be one for which at least one of the following two conditions is satisfied:

(i) the 1-form is null and F' is not locally metrizable;

(ii) F is not Ricci-flat.
In light of the fact (cf. Part I1I) that for Berwald m-Kropina spaces with null
1-form S the vacuum field equations are equivalent to the vanishing of the Finsler-

Ricci tensor [44], it follows that we can equivalently write these two conditions
as:

(i) the 1-form is null and F' is not locally metrizable;

(ii) the 1-form is not null and F' is not Ricci-flat.

To complete the classification of exact vacuum solutions to the field equations
within the class of Berwald m-Kropina spaces, a better understanding of these
two scenarios is required. While it is currently not known whether vacuum
solutions satisfying (ii) exist at all, some examples of Ricci-flat spaces satisfying
(i) have been obtained, as shown by the example below. Nevertheless, a thorough
investigation of both cases (i) and (ii) has yet to be carried out.

Example 6.4.7. Consider the Finsler metric from Fxample 6.2.4,

1+m

F = |~2dudv + (A + pv)du? + 2W,duda® + dpdatda’| 7 (du)™,  (6.54)

with m # 1, denote v' = = and 2> =y and set

- —143m —m?
_ 4 1,4 _
H(u,z,y) = kx* + 1597, k= 2m 12 (6.55)
P(U,way) =, [[1(U,$,y) :07 llz(u,m,y) = 2y. (656)

Then B = du is null and it follows from Theorem 06.2.53 that F is not locally
metrizable, hence F satisfies condition (i). On the other hand, it follows from
the results in [}/4] that F is Ricci-flat. This shows that Ricci-flat m-Kropina
spaces satisfying (i) do exist.
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Vacuum Solutions in Finsler
Gravity
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Introduction to
Part |ll: Vacuum Solutions in Finsler Gravity

In Part I we already briefly touched upon some aspects of the Finsler gravity field
equation when we (locally) classified all Ricci-flat metrizable m-Kropina metrics.
Such metrics are automatically vacuum solutions. Part III focuses completely
on the field equation—which we properly introduce in Chapter 7—and exact
vacuum solutions to it.

Most of the solutions that we present and investigate are of Berwald type.
These are the topic of Chapter 8. Here, we first introduce a large class of general
(a, B)-type solutions; we prove that when « is chosen to be a classical pp-wave
metric and f is its defining covariantly constant null 1-form, then any («, 3)-
metric constructed from these two building blocks will be an exact vacuum solu-
tion. In the specific case of Randers metrics of Berwald type, we also show that
any Berwald vacuum solution must be of this type, resulting in a (local) clas-
sification of Berwald-Randers vacuum solutions. Completely analogous results
hold for so-called modified Randers metrics, obtained as a small modification of
the standard Randers metric and introduced because of their preferable causal
properties.

An important question that arises is how such Finslerian spacetimes should
be interpreted physically, and in particular, whether and how they can be phys-
ically distinguished from their general relativistic counterparts, given by the
pseudo-Riemannian metric . To answer this question we apply, in Chapter 9,
a two-fold linearization scheme to the («, #)-metric solutions obtained in Chap-
ter 8 and conclude that the linearized solutions may be interpreted as Finslerian
gravitational waves. We then study the observational signature of these grav-
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itational waves by investigating the question of what would be observed in an
interferometer experiment when such a Finslerian gravitational wave would pass
the earth, and what would be the difference with the effect of a classical general
relativistic gravitational wave. To this end, we compute the Finslerian radar
distance, the typical observable measured in interferometer experiments. Re-
markably, when interpreted correctly, the expression for the Finslerian radar
distance turns out to be completely equivalent to its general relativistic analog,
obtained in [45]. In other words, we show that gravitational wave interferometers
are not able to distinguish between our Finsler gravitational waves and standard
general relativistic ones, which is a remarkable conclusion.

Finally, in Chapter 10 we present a class of exact vacuum solutions of unicorn
type. A particularly interesting subfamily of this class has cosmological symme-
try, i.e. is spatially homogeneous and isotropic, and is additionally conformally
flat, with conformal factor depending only on the timelike coordinate. We show
that, just as in classical Friedmann-Lemaitre-Robertson-Walker (FLRW) cosmol-
ogy, this conformal factor may be interpreted as the scale factor of the universe.
We compute this scale factor as a function of cosmological time, and we show
that the solution corresponds to a linearly expanding (or contracting) Finslerian
universe.

Since Part 11 is more physics-oriented than the preceding parts and gener-
ally deals with Finsler spaces of Lorentzian signature, we will (unless otherwise
specified) assume that dim M = 4 and use the convention that Greek indices
W, v, p,0,... run from 0 to 3 = dim M — 1, while Latin ones 4, j, k,[, ... run from
1 to 3. As in Part II, we will also encounter Latin indices a,b,c... from the
beginning of the alphabet and these will run from 1 to 2 = dim M — 2, consistent
with our earlier conventions.
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CHAPTER [

Finsler Gravity

The whole field of Finsler gravity can be concisely summarized by the statement
that Finsler gravity is just general relativity without the quadratic restriction’.
The ‘quadratic restriction’ refers to the fact that general relativity (GR) is based
on pseudo-Riemannian geometry, in which the squared line-element ds? is, by
definition, quadratic in the coordinate displacements. The essential idea is that
Finsler gravity generalizes GR by lifting this quadratic restriction—leading to
Finsler geometry as the relevant underlying mathematical framework—while re-
taining other fundamental aspects of the theory as much as possible. As an
example, the time measured by a clock between two events is still given, as
it is in GR, by the length of the clock’s spacetime trajectory connecting these
events; in this case the Finslerian length rather than the pseudo-Riemannian
length. In fact, Finsler geometry is the most general geometric framework that
is compatible with this formulation of the clock postulate”.

As discussed in some detail in the introduction there are various compelling
arguments that motivate the study of Finsler gravity. While we will not repeat
that discussion in detail here, we recall that much of this motivation comes from

(i) quantum gravity phenomenology [1] and specifically the idea of Lorentz in-

!This sentence is an adaptation of Chern’s famous phrase saying that ‘Finsler geometry is
just Riemannian geometry without the quadratic restriction.

2We remark that Weyl geometry, another generalization of Lorentzian geometry, is also
compatible with the clock postulate, but in that case, the definition of proper time has to be
revised [21].
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variance violation (or deformed Lorentz symmetry), which has been linked
to Finsler geometry [8, 9, 10, 11, 12, 13];

(ii) axiomatic approaches to spacetime and relativity [14, 15, 16, 17, 18, 19, 20,
87] that have been found to be compatible with geometric frameworks more
general than pseudo-Riemannian geometry. And by the clock postulate
argument given above, it seems that Finsler geometry is the most general
framework one can aim for.

There are also hints that Finsler gravity could provide a more accurate descrip-
tion of the gravitational field of a kinetic gas, by taking into account the indi-
vidual motion of each gas particle [88, 89], which is usually averaged over in the
standard Einstein-Vlasov treatment [90, 91]. And there are hints that it might
play a role in the understanding of dark matter and dark energy [92]. Further-
more, some teleparallel gravity models can be described within the framework
of Finsler geometry as well [93].

Finally, apart from all of this, the simple fact that a theory as beautiful and
successful as GR can be generalized in a natural geometric way, without breaking
it, elicits a natural curiosity as to what such an extension may bring us. I would
even argue that this on its own provides ample motivation for taking the idea
seriously.

7.1 Finsler spacetimes

7.1.1 The basic mathematical definition

As the starting point for our mathematical definition of a Finsler spacetime, we
will simply stick to Definition 1.2.3 with the additional requirement that the
signature of g, be Lorentzian in some subset of the domain A of the Finsler
metric. We purposely remain vague about this subset for the moment but we
will come back to it later. The homogeneity condition (1.6) ensures that the
length is invariant under (orientation-preserving) parameterization and hence
the time measured by a clock between two events can consistently be defined as
the Finslerian length of the clock’s spacetime trajectory connecting these events®.

As a definition of a Finsler spacetime, this is a relatively weak one in the sense
that there are many other definitions appearing in the literature that are more
restrictive. In fact, various nonequivalent definitions exist (see e.g. [25, 26, 94,

3We remark that time-orientation needs to be taken into account as well in case the Finsler
function is not symmetric, i.e. if F(z,y) # F(z, —y).
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28, 95, 96, 97]) and a consensus on what is the ‘best’ definition—if such a thing
exists at all—has yet to be reached. It is not our current aim to significantly
advance this endeavor, so the definition employed here has been chosen so as to be
as general as possible. Indeed, most of the results we will discuss in what follows
can be proven without further restrictions. It should be understood, however,
that in order to guarantee that a viable physical interpretation is possible, the
geometry should be subjected to more stringent requirements. Some of these are
outlined below, but we will mostly discuss such considerations on a case-by-case
basis throughout the chapters that follow.

7.1.2 Some remarks on causal structure and signature

Given a Finsler spacetime geometry, it is natural to postulate, in analogy with
GR, that matter travels along timelike geodesics and light travels on null geodesics.
The notion of a null direction is generalized in a mathematically straightforward
way: a vector y* at a point z* is said to be null (or lightlike) if L(z,y) =
G (z,y)y*y” = 0. However, the structure of the light cone, composed of such
null vectors, may be nontrivial. In GR it is always the case that the light cone sep-
arates the tangent space at each point into three connected components, which
we may interpret as consisting of forward-pointing timelike vectors, backward-
pointing timelike vectors, and spacelike vectors, respectively. It is then consistent
to define a timelike vector as one that has negative (or positive, depending on
the sign convention) norm; that precisely singles out what we would intuitively
call the inside or the interior* of the light cone, sometimes called the timelike
cone. For a generic Finsler spacetime metric, however, these properties of the
light cone structure are by no means guaranteed, and as such it is not obvious
in general how to even define what one means by timelike vectors. It certainly is
not obvious that these should be defined as vectors with negative norm. We will
not consider this issue any further in its full generality here but rather discuss
the details on a case-by-case basis. In many of the explicit examples of Finsler
spacetimes that we will encounter, the causal structure (i.e. light cone structure)
has exactly the desirable properties mentioned above, just as in the case of GR,
allowing for a straightforward physical interpretation.

In a scenario where a natural (forward and/or backward) timelike cone can be
identified, this cone should ideally be contained in the subbundle A. Intuitively,
this condition essentially states that the geometry is well defined for all timelike
infinitesimal spacetime separations. Moreover, in the ideal case, the signature is
Lorentzian throughout the entire timelike cone. That is, g, (z,y) has Lorentzian

*We’re not talking about the topological interior here.
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signature whenever y is a timelike vector at x. It can be argued that it is not
strictly necessary for the signature of g,,, to be Lorentzian at spacelike vectors y,
as it would not be possible, even in principle, to perform any physical experiment
that probes such spacelike directions. This is true even in GR, but in that case
9w does not depend on y and so if the metric is Lorentzian in any direction it
is automatically Lorentzian in all directions. In Finsler geometry this is not the
case and hence it makes sense to make this distinction. For further arguments
along these lines, we refer to [19] and references therein. Whether the light cone
should be contained in A (or its topological closure) and whether the signature
should be Lorentzian at the light cone is a more delicate question, which we will
not further explore here. Mathematically such a property is very convenient (see
e.g. [97, 40]), but many examples of interest simply do not seem to have this

property.

7.2 The field equations in vacuum

We now turn to the field equation in Finsler gravity, which generalizes Einstein’s
field equation to the more general setting of Finsler spacetimes. While several
earlier proposals exist in the literature [29, 30, 31, 98, 32, 33, 34, 35, 36|, we
consider here Pfeifer and Wohlfarth’s field equation [28, 37, 38|, which we deem
to have the firmest basis.

7.2.1 Motivation for the field equations

Pfeifer and Wohlfarth’s field equation can be derived, or rather motivated, by
the following simple argument. In Newtonian gravity, the separation vector o
between two nearby freely falling particles satisfies, in Cartesian coordinates, the
deviation equation

d2ok
dt?

0%¢

ki _ k. _ skj
+ H"v*' =0, HY =6 D2i0nd

(7.1)

where ¢(z) is the gravitational potential. In vacuum, the equation that deter-
mines the gravitational potential is the Laplace equation A¢ = 6% affa‘ij =0,
which can be written simply as H*; = 0, i.e. the vanishing of the trace of the de-
viation tensor. Of course, this principle extends to GR, where the gravitational
field equation in vacuum is again equivalent to the vanishing of the trace of the
geodesic deviation tensor, R, = 0.

We can immediately generalize this to the Finsler geometric setting. The
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7.2. The field equations in vacuum

analogous situation is then governed by the Finslerian geodesic deviation equa-

tion (3.33) along a geodesic 7,
D?vP
Ds?

+ R, (y, )0t =0, (7.2)

where the geodesic deviation operator is given by Rf,(z,y) = R, (z,y)y" in
terms of the nonlinear curvature R”,, of the Finsler metric. In analogy with
Newtonian gravity and GR, it is natural to postulate that in the Finslerian case,
the trace of the deviation tensor must vanish as well, leading to the candidate field
equation R*, = 0. Since R*, = Ric, the Finsler-Ricci scalar (see Section 2.3.3),
this leads to the equation Ric = 0 that was proposed by Rutz [27]. When
restricted to Lorentzian metrics, Rutz’s equation reduces to Einstein’s vacuum
equation R,, = 0, since in that case Ric = R, (x)y"y”. Hence the equation
yields the correct general relativistic limit.

It turns out, however, that Rutz’s equation is not variational; there does not
exist an action functional that yields the Rutz equation as its Euler-Lagrange
equation. Although this may not necessarily be problematic, it is not obvious
in such a case how to couple the theory to matter, let alone how to eventually
quantize the theory. The variational completion of Rutz’s equation, i.e. the
unique variational equation that is as close to it as possible, in a well defined
sense [39], turns out to be the field equation that was proposed by Pfeifer and
Wohlfarth in [28] using a Finsler extension of the Einstein-Hilbert action [38]
(details below).

This is completely analogous to the situation in GR, where the correct”’ form
of the vacuum field equation R, — %gu,,R = 0 is also precisely the variational
completion of Einstein’s earlier proposal for a vacuum equation, R,, = 0, ob-
tained from the geodesic deviation argument above® [39]. While in the GR case,
the variationally completed equation happens to be equivalent to the original
one, this is not true any longer in the Finsler setting.

5Correct in the sense that it also leads to the correct matter coupling when the energy-
momentum tensor is inserted on the RHS.

SWe remark that Einstein himself arrived at both his early proposal Ry, = 0 as well as his
final expression R, — % guvR = 0 for the vacuum equation by alternative means [99].
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7.2.2 Equivalent formulations of the field equation

In four spacetime dimensions, Pfeifer and Wohlfarth’s field equation in vacuum
reads’ [28, 38]

2L 2L . [
—2Ric + 9" Ry + 5 9" (9 (VoSy) = SuSy +VE,5,) =0, (1.3)

in terms of (the horizontal part of) the Chern-Rund connection Vg and the dy-
namical covariant derivative V). This is essentially the Euler-Lagrange equation
in four dimensions corresponding to the action functional

S:/ Ricdusa, (7.4)
SM

where SM = {(z,2) € TM : F(x,&) = 1} is the unit tangent bundle, or
indicatriz, with volume element dugys. In order to make rigorous sense of this
action functional and its critical points, however, one needs to use a construction
in terms of compact subsets of the (positively) projective tangent bundle. When
F' is pseudo-Riemannian, (7.4) reduces to the Einstein-Hilbert action, (7.10)
below, up to a boundary term. For details, we refer to [38].

Equivalently, the equation (7.3) can be expressed in terms of the Berwald
connection rather than the Chern-Rund connection. Using the fact that the dif-
ference between the horizontal part of the Berwald and Chern-Rund connection
is given by the Landsberg tensor (see Section 4.2), the field equation (7.3) can
be rewritten as®

—92Ric + %g‘“’RW + %g’”’ (9, (V05,) + V5 S,) = 0. (7.5)
This formulation” appears for instance in [44].

It is worth pointing out that a very similar equation has been derived in the
case of positive definite Finsler metrics. In [100], Chen and Shen consider the
action functional

1

S=—— Ricd 7.6
VoM / ic dusar, (7.6)

"We note that in [28] the Landsberg tensor is defined with a relative minus sign with respect
to our definition and in both references [28, 38] the Ricci curvatures are defined with a relative
minus sign with respect to our definition.

$Since g V§ S; = g" (V§.9; — Si9;).

“We note that also in this reference both the Landsberg tensor and the Ricci tensor(s) are
defined with a relative minus sign with respect to our definitions.
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where n = dim M. This is the normalized version of (7.4). In terms of the
Chern-Rund connection, the Euler-Lagrange equations in four dimensions read

oL oL . /- oL
—2Ric + = g" Ry + 20" (04 (Vo Sy) = 8,8, + V5.8, ) = =5r, - (1.7)
3 3 " 3
where
! / Ricd (7.8)
= — i .
" T NOI(SM) Jgp M

is the average value of Ric on SM. Clearly the only difference between (7.3)
and (7.7) is the presence of a possibly nonvanishing (constant) value of 7 on the
RHS, playing the role of a kind of cosmological constant. Indeed, in the case
that the geometry is pseudo-Riemannian, (7.7) reduces to the equation for an
Einstein space,

R =79, (7.9)

or, in other words, the vacuum field equation for GR in the presence of a possi-
bly nonvanishing cosmological constant A = r. Similarly, the Pfeifer-Wohlfarth
equation (7.3) reduces to Einstein’s equation in vacuum without cosmological
constant, R, = 0.

For reference, it is worth briefly comparing the results discussed above with
the classical results for Riemannian metrics. It is well-known (see e.g. [101])
that for Riemannian metrics on a compact manifold M the critical points of the
Einstein-Hilbert action functional

SEH:/ Rd,uM, (7.10)
M

are precisely the Ricci-flat metrics, R, = 0, while the critical points of the
normalized Einstein-Hilbert action

1
= d 11
S Vol(a1) = /MR M (7.11)

are precisely the Einstein metrics, Ry, = Agu,.
We will refer to Pfeifer and Wohlfarth’s field equation, (7.3) simply as the

field equation in Finsler gravity, and solutions to it will be referred to simply as
solutions in Finsler gravity.
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7.2.3 Weakly Landsberg and Berwald field equation

The field equations simplify considerably if one restricts attention to the class
of weakly Landsberg metrics (see Section 4.2), defined by the condition that
S, = 0, which holds in particular for all Berwald spaces as well as all Landsberg
spaces. In that case, all terms involving the mean Landsberg curvature vanish
identically and (7.3) reduces to

L
Ric — ggwa =0, (7.12)
or equivalently,
(Lg"" = 3y"y") Ry = 0. (7.13)

From this, it follows that within the class of weakly Landsberg spaces, the van-
ishing of the Finsler-Ricci tensor, R, = 0, is a sufficient condition for being a
vacuum solution to the field equations. It turns out that in many cases of interest
(but not in general) it is a necessary condition as well. For instance, for Randers
metrics of Berwald type, the vacuum field equation is equivalent to R,, = 0, as
we will prove in Section 8.2, and similar results have been obtained in the case
of null m-Kropina metrics [44] and Finsler spacetimes satisfying strict smooth-
ness requirements [40]. This equivalence also holds for spherically symmetric and
asymptotically flat Berwald spacetimes; details will be provided in a forthcoming
article. By a recent generalization of Birkhoff’s theorem to spherically symmet-
ric, Ricci-flat Berwald spaces [102], this implies in particular, that any vacuum
solution of Berwald type that is spherically symmetric and asymptotically flat
is either flat (in the sense that the nonlinear curvature tensor vanishes identi-
cally) or given by the Schwarzschild metric. In general, the vacuum equation
is not equivalent to Ricci-flatness, though: non—Ricci-flat vacuum solutions do
exist. An explicit example illustrating this will also be provided in a forthcoming
article.

Since any Berwald space is weakly Landsberg, (7.13) applies in particular
to Berwald spaces. In this case R, = Ry, (x) is independent of y, which is an
incredible convenience, computationally. When L is pseudo-Riemannian, and
hence, in particular, Berwald, the inverse fundamental tensor g = g"’(z) is
also independent of y and hence both terms in the field equation (7.13) are
quadratic in y. Differentiating twice with respect to the y-coordinates implies
that 3R, — g, /2 = 0 and taking the trace then reveals that R = 0 and hence
R,, = 0. Hence for pseudo-Riemannian metrics, the field equation in vacuum
indeed reduces to Einstein’s field equations in vacuum.

106



7.2. The field equations in vacuum

7.2.4 Exact solutions

The list of known exact solutions in Finsler gravity is very short. Indeed, prior
to the contributions on which this dissertation is based, the only'" ones known
in the literature were the

(i) (m-Kropina type) Finsler pp-waves [413] and their generalizations as
(ii) wvery general relativity (VGR) spacetimes [44].

Over the last couple of years, this list has been extended by the

(iii) Randers pp-waves [H4] with their extension to

(iv) generic (o, §)-metric pp-waves [H5], and finally

(v) the unicorn solutions [HG].

Additionally, vacuum solutions of Berwald type with cosmological symmetry
have been classified and properly Finslerian spherically symmetric vacuum solu-
tions have been obtained, the details of which will appear in future publications.
It is the aim of the chapters that follow to properly introduce and discuss the
solutions (#ii)—(v) in detail.

108 pecifically in the realm of positive definite Finsler geometry, an additional class of solutions
has been obtained [100].
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CHAPTER 8

Exact Vacuum Solutions of Berwald Type

In this chapter, we present and investigate those of our solutions that are of
Berwald type. We begin in Section 8.1 with generic (o, 5)-metric solutions, then
specialize to Randers metrics in Section 8.2, and to modified Randers metrics
in Section 8.3. Regarding (a, #)-metrics, we stick to the notation introduced in
Section 5.2.1 and we recall, in particular, that by some abuse of language, we
will refer to either of o, A, a and a;; as the pseudo-Riemannian metric, and to f,
b and b; as the 1-form, and sometimes we will write expressions such as g = dt
and a = /|—dt2 + da? + dy? + d22|, but the interpretation of such expressions
should be clear. In the presence of an («, 3)-metric, indices will be raised and
lowered with a;; unless otherwise specified. Moreover, when discussing properties
of the 1-form 3 such as being ‘covariantly constant’ (or ‘parallel’, which has the
same meaning) or ‘null’; we will always mean that (3 is covariantly constant with
respect to o or null with respect to a, respectively, unless otherwise specified.

8.1 («,f)-metrics

The results in this section are based mostly on [H5].

8.1.1 Construction of exact solutions

From a physical perspective, (o, 5)-metrics (see Section 5.2.1) allow us to deform
a general relativistic (i.e. Lorentzian) spacetime « into a Finsler spacetime,
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given a 1-form . And it turns out, as we will prove below, that these types of
metrics can be used to generalize some of the vacuum solutions to Einstein’s field
equations to properly Finslerian vacuum solutions to Pfeifer and Wohlfarth’s field
equation for Finsler gravity. This procedure is possible whenever such a classical
solution admits a covariantly constant vector field, or equivalently, 1-form. More
precisely, if the Lorentzian metric a solves the classical Einstein equations in
vacuum and the 1-form ( is covariantly constant with respect to o then any
(a, B)-metric constructed from the given o and 3 is a solution to the Finslerian
field equations.

To see why this is true, we first recall Corollary 5.2.2, which states that if 3
is covariantly constant with respect to « then any («, 5)-metric F' constructed
from these building blocks is of Berwald type and the affine connection of F'
coincides with the (Levi-Civita) affine connection of «.

If the affine connections coincide, the associated curvature tensors and in
particular the (affine) Ricci tensors must also coincide. So if @ happens to be a
vacuum solution to Einstein gravity, i.e. its Ricci tensor vanishes, then it follows
that the affine Ricci tensor of F' must vanish as well. And since the Finsler-Ricci
tensor is the symmetrization of the affine Ricci tensor, by Lemma 4.1.1, the
Finsler-Ricci tensor vanishes as well. This implies that (7.13) is satisfied, i.e. F'
is a vacuum solution in Finsler gravity. We may summarize this result with the
following theorem.

Theorem 8.1.1. Let F' be any («, 5)-metric such that:
(i) « solves the classical Einstein equations in vacuum;
(ii) B is covariantly constant.

Then F' is a Ricci-flat vacuum solution to the field equation in Finsler gravity.
Moreover, the affine connection of F' coincides with the Levi-Civita connection
of a.

In this way, («,)-metrics provide a mechanism to Finslerize any vacuum so-
lution to Einstein’s field equations, as long as the solution admits a covariantly
1-form or equivalently, a covariantly constant vector field. The theorem general-
izes some of the results obtained in [H4] for Randers metrics and in [43, 44] for
m-Kropina metrics (or VGR spacetimes) to arbitrary Finsler spacetimes with
(v, B)-metric. In particular, all pp-wave type solutions in Finsler gravity cur-
rently known in the literature are of this type.
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8.1.2 pp-Wave solutions

Let us investigate the solutions of the type of Theorem 8.1.1 in some more detail.
It turns out that if a vacuum solution « to Einstein’s field equations admits a
covariantly constant 1-form 5 then at least one of the following conditions must
hold:

1. « is flat;
2. [ is null.

This was shown for the first time in [103] (see also [104, 105]) and in Appendix A.2
we provide a self-contained proof, starting from the Frobenius theorem and cul-
minating in Corollary A.2.3. We remark that the result assumes that the dimen-
sion of the pseudo-Riemannian manifold is 4; it is generally not true in higher
dimensions. Hence Theorem 8.1.1 leads to two classes of solutions.

Class 1: flat solutions

If o (and hence F) is flat then in coordinates in which all Christoffel symbols
vanish, f must have constant components. Hence the resulting class of solu-
tions is in some sense trivial—yet not necessarily uninteresting. Provided « is
of Lorentzian signature', it can always be written in suitable coordinates in the
following way, where we stick to the notation introduced in Section 5.2.1.

Class 1: flat solutions .

Any («, 8)-metric constructed from

a = —dt? + dz? + dy? + d2?, b = b,dat, (8.1)

where b, = constant, is a vacuum solution to the field equations in Finsler
gravity. The resulting geometry is of Berwald type with all affine connection
coefficients vanishing identically in these coordinates.

Class 2: pp-wave solutions

The second possibility, the one where § is null, leads to a richer and more in-
teresting class of solutions. In this case, o is a CCNV metric, meaning that
it admits a covariantly constant null vector (CCNV), namely 3, or rather its
vector equivalent via the isomorphism induced by «. In Lorentzian signature,

!The result can easily be generalized to other signatures as well.
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CCNV metrics are also known as pp-waves (plane-fronted gravitational waves
with parallel rays) and these have been studied in detail in [103, 86] (see [79,
Section 24.5] for a summary).

In Part IT we have already encountered such metrics. In particular, we proved
the important Lemma 6.4.5. Combined with Proposition A.2.1, and using the
fact that a is a vacuum solution and hence Ricci-flat, this lemma says that
coordinates (u,v,z,y) can always be chosen such that o and 8 attain the form

a = —2dudv + H(u, z,y)du? + dz? 4 dy?, b = du, (8.2)

and such that Ay, yH = (8 4+ 9;)H = 0. The last statement also follows easily
from the fact that the Ricci tensor of the metric a is given (up to a nonzero con-
stant) by the (z,y)-Laplacian A, ,)H of H. We may therefore characterize the
second class of solutions in the following way—again assuming for concreteness
that « is a Lorentzian metric.

Class 2: pp-wave solutions

Any («, 8)-metric constructed from

a = —2dudv + H(u, z,y) du® + dz? + dy?, (8.3)
b = du,

such that A, . H = 0, is a vacuum solution to the field equations in Finsler
gravity. The resulting geometry is of Berwald type with affine connection
identical to the Levi-Civita connection of a.

Note that when H = 0 the geometries in Class 2 are also contained in Class 1.
It is not the case, however, that Class 1 is a subset of Class 2 because in Class
1 the 1-form S need not be null, necessarily. The preceding line of argument
shows that these two classes of solutions in fact exhaust all possibilities, which
we encapsulate in the following theorem.

Theorem 8.1.2. Any («, 5)-metric such that
(i) « solves the classical Finstein equations in vacuum;
(ii) B is covariantly constant,

(i.e. any vacuum solution of the type of Theorem 8.1.1) must belong to either
Class 1 or Class 2, provided that o has Lorentzian signature.
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Before we move on to solutions of plane wave type, we end this section with some
remarks about the relation between our («, 3)-type solutions and other solutions
in the literature.

o The (m-Kropina type) Finsler pp-waves [43] and the Randers pp-waves
obtained in [H4] are special cases of the solutions introduced here.

e For Randers metrics of Berwald type any vacuum solution must be of
the type described in Theorem 8.1.1, that is, « is necessarily a vacuum
solution in Einstein gravity and g is necessarily covariantly constant. Any
such solution is therefore either in Class I or Class 2. This was first shown
in [H4] and we will prove it in Section 8.2.

o For m-Kropina metrics, some of the vacuum solutions obtained [44] are
of a more general type than the ones introduced here, as illustrated by
Example 6.4.7; our solutions are all trivially metrizable (by «), whereas
the metric in Example 6.4.7 is not metrizable. In fact, our results from
Section 6.4 show that any of the solutions obtained in [44] belongs to
either Class 1 or Class 2 if and only if the geometry is metrizable, and
Example 6.2.4 provides the precise necessary and sufficient condition for
this to be the case.

This list comprises all exact solutions to Pfeifer and Wohlfarth’s equation for
Finsler gravity currently known in the literature, apart from:

e the unicorn solutions [H6] that are the topic of Chapter 10;

e pseudo-Riemannian metrics that solve Einstein’s vacuum field equation,
which are trivially vacuum solutions in Finsler gravity as well.

8.1.3 Plane wave solutions in Brinkman and Rosen coordinates

Equation (8.3) expresses the pp-wave metric in Brinkmann form [106]. In this
form the metric reads

a = —2dudv + H(u, z%) du?® + 0,5 dz*da?, (8.5)

where we have used the notation z = z!, y = y', which will be somewhat more
convenient for our present purposes, and where indices a,b,c... run from 1 to
2, consistent with the conventions we have stuck to all along. For the descrip-
tion of the physical effects of (plane) gravitational waves in general relativity,
it is sometimes more convenient to use a different coordinate system, known as
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Rosen coordinates [107]. In our experience, this remains true in the Finsler set-
ting. When we compute the effect on the radar distance of a passing (linearized)
Randers gravitational wave in Chapter 9, our starting point will be the expres-
sion for the (exact) wave in Rosen coordinates. Therefore we briefly review the
relation between the two coordinate systems here.

Rosen coordinates can be introduced for the subclass of pp-waves known as
plane waves. These are characterized by the property that the curvature tensor
does not change (i.e. is covariantly constant) along the Euclidean ‘wave surfaces’
given in Brinkmann coordinates by du = dv =0, i.e.

ValepU,W = VaZQ Rpg,w =0. (8.6)

We remark as a side note that Vg, Rf;,, = 0 always holds, identically, so in-
variance along du = dv = 0 is actually equivalent to invariance along the hy-
persurfaces du = 0. The conditions (8.6) are equivalent to the statement that
0,0p0.H = 0 in Brinkmann coordinates (8.5), i.e. that H(u,z,y) is a quadratic
polynomial in 2% (for each fixed value of u). In that case there always exists a co-
ordinate transformation that removes the linear and constant terms [79, Section
24.5] and brings the metric into the form

a = —2dudv 4 Agp(u)zz® du® + 54y dz®da (8.7)

This is the standard expression for a plane-wave metric in Brinkmann form.
Moreover, an argument completely analogous to the one given in the proof of
Lemma 6.4.5 shows that we may assume without loss of generality that the 1-form
b = du remains unchanged under the transformation to these new coordinates.

On the other hand, any such plane wave metric can also be written in Rosen
form

a=—2dUdV + hy;(U)dy'dy’, (8.8)

where h;; is a two-dimensional Riemannian metric. And conversely, any metric
of Rosen type (8.8) can be cast in the form (8.7). The two coordinate systems
are related via

1. . .
U=u, V=uv-— iEaiEbe“xb, % = E%y, (8.9)
where A, = Em-Eib and E% is a vielbein for h;; in the sense that h;; =

E%,Eb j0ab, satisfying the additional symmetry condition E,E' = EyE',. Such
a vielbein can always be chosen. For details, we recommend the lecture notes
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[108] and references therein (see also the Appendix of [109]). Note that we have
momentarily labeled the y-coordinates by indices ¢, j, k,... so as to distinguish
them from indices a,b,c,... in order that we may employ the usual notation
with regard to the vielbein indices: E‘, represents the (matrix) inverse of E%;
and indices a,b,c... are raised and lowered with d,,, whereas indices i, j, k, . . .
are raised and lowered with h;;. In this case i, j, k, ... thus take the values 1 and
2, contrary to our standard convention. The dot that sometimes appears above
the vielbein represents a U-derivative. Since the vielbein depends only on U = w,
this derivative is equivalent to a wu-derivative, and moreover, the act of raising
and lowering the a,b,c,... indices commutes with taking such a derivative of
the vielbein.

It is again the case that, after relabeling U,V + u, v, the form of the 1-form
b = du = dU remains unchanged under this transformation, which in this case
follows trivially, since w = U. After also relabelling y — x, we conclude that
we can express any Class 2 solution of plane-wave type in Rosen coordinates as
follows,

F=a¢(f/a), a = —2dudv + h;j(u)dz'da?, b = du, (8.10)

Conversely, for any choice of ¢ and h;;(u), this is a vacuum solution to the field
equations in Finsler gravity if a is a vacuum solution to Einstein’s field equation.
The resulting geometry is of Berwald type with affine connection identical to the
Levi-Civita connection of a. The latter follows from the line of argument above
but is also easy to check explicitly since all Christoffel symbols of a in Rosen
coordinates with an upper index u vanish identically, and as a consequence,
b = du is covariantly constant (as we already knew, of course), so that the result
follows by Theorem 8.1.1.

8.2 Randers metrics

Next, we turn to Randers metrics [75], i.e. (a,)-metrics of the specific form
F = a+ . We already encountered such metrics in Chapter 5. Apart from their
intrinsic value as relatively simple and computable, yet nontrivial examples of
Finsler metrics, Randers metrics have also found a wealth of applications in a
wide variety of fields such as biology, psychology, and physics. Most of the results
developed in this section are based on [H4]. We point out, though, that [H4] uses
a signature convention that is opposite to the one employed here. Before turning
to the field equations, we briefly discuss the domain of definition of the standard
Randers metric.
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8.2.1 Domain of definition

In the case where « is positive definite, it is well-known (see e.g. [110]) that
F = a + f is a positive definite Finsler metric if and only if |b] < 1. A crucial
ingredient that leads to this conclusion is the Cauchy-Schwarz inequality |5| <
|bler, which does not extend in this simple form to indefinite signatures. In the
latter case, the situation therefore becomes somewhat more complex. It can be
shown using the general formula (C.14) for the determinant of the fundamental
tensor of an («, 3)-metric that

n+1
detg = (M> deta (8.11)
«

for Randers metrics, where n = dim M. This expression has in general no well-
defined limit as a« — 0, so from this, it is clear that in Lorentzian signature, the
subbundle A can only include points (z,y) for which o # 0. In order to have a
connected subbundle, one might propose to work on the subbundle consisting of
a-timelike vectors, i.e. the (forward and backward) timelike cone of a. However,
this does not work in general; one has to restrict A just a little bit further. The
following result was proven in [H4] (cf. Section 8.3 and [111] for related results).

Proposition 8.2.1. Given a Lorentzian metric a = /|ayty?| on a manifold
M with time-orientation T and a past-pointing 1-form (B that is either null or
timelike with respect to a, the Randers metric F = a + [ defines a Finsler
spacetime with Lorentzian signature on

A={(z,y) € TM :au(x)y"y” <0, au(x)T"(x)y” <0}, (8.12)
i.e. the forward timelike cone of a.

In order to prove this, we start with some lemmas. Note that the result of
Proposition 8.2.1, as well as that of Lemma 8.2.3, is dependent on the signature
convention, which we recall has been chosen here as (—, +, +, +). The first lemma
is a standard result.

Lemma 8.2.2. [f {M/\}Ae[[),l] s a continuous family of n X n-matrices such that

det My # 0 for all A, then the signature of M) is constant for X € [0, 1].

Proof. We use the well-known fact that the n eigenvalues of M) each depend
continuously on A (see e.g. [112, Cor. VI.1.6]). We need to show that the respec-
tive signs of these n eigenvalue functions are constant. Suppose for contradiction
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that the k-th eigenvalue is positive for some Ay and negative for some Ao. By
continuity, it follows from the intermediate value theorem that there must exist
some A between A; and Ay for which the eigenvalue vanishes. In that case, the
determinant of M) vanishes for that value of A, which is a contradiction. Hence
the result follows. O

Lemma 8.2.3. Let y be a timelike and future-oriented vector at x € M, and b
a timelike or null, and past-oriented vector at x, all with respect to some time-
oriented Lorentzian metric g,,,. Then g, y*b” > 0.

Proof. Let the time orientation be defined in terms of a nowhere-vanishing time-
like vector field v. Then the future-orientation of y and past-orientation of b
imply that g, y#v” < 0 and g,,b"v” > 0. Now notice that we can always pick
a basis of T, M such that v has coordinates (v%,0,...,0) with v > 0 and such
that g,, = 1. = diag(—1,1,1,1) is the Minkowski metric (first pick a basis
such that the metric has the form of the standard Minkowski metric, then apply
a suitable spatial rotation so that all spatial components of v* except vl are
mapped to 0, and finally apply an appropriate one-dimensional Lorentz boost
to make v! vanish as well). In this basis we write i = (y!,%?%,...,9""!). With
this notation, the future— and past-pointing properties of y and b, respectively,
translate to y° > 0 and b < 0 and the remaining properties can be stated as
1% > |7] and [b°] > |b]. Combined they read |§| < 3° and |b] < —#°. Then we
have |i7]|b] < —y°b° and hence, in terms of the standard dot product on R"1,
we have

b > —[7][b] > y°0°, (8.13)

by the Cauchy-Schwarz inequality, —7 - b < R 5| < |g]||l;| It thus follows that
Guy"t =yt = —y°° + - b > —y°b° + %" = 0. (8.14)
O

Lemma 8.2.3 thus says that under the stated conditions, 8 > 0. The proof of
Proposition 8.2.1 is now quite simple.

Proof of Proposition 8.2.1. Lemma 8.2.3 shows that 8 > 0 and hence that F' =
a+ 5 > 0 on the forward timelike cone of «, so that det g is strictly negative, by
(8.11). The remainder of the proof is similar to its counterpart in the positive
definite scenario. Introduce a parameter A and consider the family of functions
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Fy = a+ Ag for X\ € [0,1]. For each value of A\, det g, is strictly negative and
so, by Lemma 8.2.2, gy has constant signature for A € [0, 1]. In particular gy—1
has the same signature as g —g, which is just the statement that ¢ is Lorentzian.
Since the homogeneity of F' is clear, this completes the proof that F' defines a
Finsler spacetime on the forward timelike cone of o with Lorentzian signature
on all of A. O

8.2.2 The field equations

In general, as discussed, the vanishing of the Finsler-Ricci tensor is a sufficient
condition for a Berwald spacetime to be a solution to Pfeifer and Wohlfarth’s
field equation (7.13). For Berwald-Randers metrics it is a sufficient condition as
well.

Proposition 8.2.4. For Berwald-Randers spacetimes, the field equation is equiv-
alent to Ricci-flatness, i.e.

(Lg" = 3y"y") Ry =0 & Ry =0 &  Ric=0.

Proof. The equivalence between the Ric = 0 and R,, = 0 holds in general,
and each of these trivially implies the field equation on the left. The non-
trivial part of the proof consists of showing that the field equation implies
Ricci-flatness. We first compute the fundamental tensor for a Randers space-
time F' = a + . A straightforward computation using that d,a = ey, /o and
0Oy = é(eam, — yuyu/a?), where € = sgn(a,,y"y”), shows that
eF € I}
Guv = — 0y + buby + (buyy + buyu)* ~YuYr—3- (8-15)
o @ o
Although a little tedious, it’s also straightforward to check that its inverse is
given by
e B+ €|b>a)

17 4 v €x v
" = Oy VYY) o ( 73

p _
g F

. (8.16)

Substituting this into the equation (Lg"” — 3y*y") R, = 0 and using the fact
that R, is symmetric leads to

eRa(a + 5)2 — 2ea(a+ B)RV'yY + (B + e|b|2a)Rw,y”y”
- 3(0& + 5)Ruuy“y” =0, (817)
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where we have denoted R := a*”R,,. This is a polynomial equation in o and
we can separate it into a rational part (even powers of ) and an irrational part
(odd powers of ) as

eRa® + (eRB? — 2eBR,, Y'Y + (e|b]* — 3)Ruy™y”)a
= 2¢(Rb"y” — RB)a® + 2BR,,yty” . (8.18)

On either of the open sets £4 > 0 (i.e. € = £1 = const), (8.18) is of the form
Pa = @, where P and @) are both polynomial in y. We claim that this implies
that P = Q = 0. To see this, suppose for contradiction that P # 0. Then we
would be able to write & = /P and hence o would be a rational function of
y, which contradicts Lemma 5.3.2. Hence we must indeed have P = 0, which
implies that @ = 0 as well. It thus follows that both sides of (8.18) must vanish
separately. We focus on the vanishing of the rational part,

2(R by — RB)A+ 28R, y"y" =0, (8.19)

where we have used that A = ea?. Differentiating twice with respect to y (while
keeping in mind that R, depends only on x, by the Berwald property) and
contracting with a*" leads to

48R,y —BRpB) =0, (8.20)
and substituting this back into equation (8.19) yields
8 (2Rwy“y” - %RA) -0, (8.21)

which implies that the expression in parentheses must vanish. This is obviously
true whenever 5 # 0, but the remaining points where 5 = 0 constitute a set
with empty topological interior, and hence the conclusion that the expression in
parentheses must vanish can be extended by continuity to this set as well. Now
we perform the same trick once again; differentiating this expression twice with
respect to y and contracting with a*” results in —2R = 0. Substituting this back
into (8.21) yields Ric = R, y*y” = 0, as desired. O

In other words, in the context of Berwald-Randers spacetimes, the vacuum field
equations of Finsler gravity are formally identical to the vacuum field equations
of general relativity and they also coincide with Rutz’s equation [27], Ric = 0.
It turns out that these equivalences hold more generally under strict additional
smoothness requirements on the Finsler Lagrangian [40]. Without such addi-
tional constraints, however, the equivalence does not extend even to general
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(a, B)-metrics. This will be demonstrated in a forthcoming article.

Remark 8.2.5. In the final stages of writing this dissertation it came to our
attention (through discussions with Nicoleta Voicu) that the proof of Proposi-
tion 8.2.J can be simplified by noticing the following. Since b* is necessarily
covariantly constant for a Berwald-Randers metric by Proposition 5.5.4, it fol-
lows directly from the definition of the Riemann curvature tensor RPUW of auw
that R”Uuyba = 0, and hence the Ricci-tensor of a,, satisfies Rm,b” = 0. Since
RW = Ry, it follows that all occurrences of R,,,b” in the proof may be replaced
by zero immediately.

8.2.3 Randers pp-waves

Proposition 8.2.4 allows us to classify all Berwald-Randers vacuum solutions to
Pfeifer and Wohlfarth’s field equation. The first step toward this end is to reduce
the problem to a classification problem in general relativity rather than Finsler
gravity.

Theorem 8.2.6. A Randers metric of Berwald type, F = o+ 3, is a vacuum
solution in Finsler gravity if and only if o is a vacuum solution to Finstein’s
field equation.

Proof. Since F' is Berwald-Randers, Proposition 5.3.4 implies that its affine con-
nection coincides with the Levi-Civita connection of . It follows that the as-
sociated curvature tensors and in particular the (affine) Ricci tensors must also
coincide. In particular, the affine Ricci tensor is symmetric and hence it is equal
to its symmetrization, the Finsler-Ricci tensor. Hence the Finsler-Ricci tensor
vanishes if and only if the Ricci tensor of o vanishes. By Proposition 8.2.4 this
implies the result. ]

Taking into account Proposition 5.3.4, it is clear that Theorem 8.2.6 can also be
formulated in the following alternative way.

Theorem 8.2.7. For a Randers metric F' = a+ (3, the following are equivalent:
(i) F is a Berwald vacuum solution in Finsler gravity;
(ii) « solves Einstein’s equation in vacuum and F is Berwald;

(iii) « solves Einstein’s equation in vacuum and 3 is covariantly constant.
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Hence any vacuum solution of Berwald-Randers type is of the type of Theo-
rem 8.1.1. Combining this with Theorem 8.1.2 leads to the conclusion that any
Berwald-Randers metric that solves the vacuum field equation in Finsler gravity
must belong to either Class 1 or Class 2 in the terminology introduced in Sec-
tion 8.1.2—provided a has Lorentzian signature. We thus arrive at the following
(local) classification.

Corollary 8.2.8. A Randers metric F = o + [ of Berwald type, where o is a
Lorentzian metric, is a vacuum solution in Finsler gravity if and only if one of
the following statements is true:

o There exist local coordinates (z#) = (u,v,x,y) such that

F=a+p= \/\—2dudv + H(u,z,y) du? + dz? + dy?| + du,  (8.22)
with A(x,y)H = 0,’

o There exist local coordinates (z#) = (t,x,y, z) such that

F=a+p= \/]—dt2 + da? + dy? 4+ d2?| + b,dat, (8.23)

with b, = constant.

The second class of solutions in the theorem may be viewed as a Randers analog
of the Bogoslovsky /very special relativity line element [113, 114, 115, 116]. The
first class, on the other hand, may be viewed as a Randers analog of the Finsler
pp-waves of m-Kropina type [43], and to a large extent also as an analog of the
very general relativity spacetimes introduced in [44].

8.3 Modified Randers metrics

In the preceding section, we discussed solutions of Randers type, with Finsler
metric F = a + 5. We will argue below, however, that in order to obtain a
physically natural causal structure (including, for instance, both a forward and
a backward light cone), the conventional definition of the Randers metric must
be modified slightly. As we will see, this will not impact the characterization of
exact solutions at all. The content in this section is based mostly on [H5].
After a heuristic argument that motivates the desired modification, we show
that the modified Randers metric has, in particular, a very satisfactory—even
pseudo-Riemannian—causal structure. As a result of this, a clear (future and
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past) timelike cone can be identified and within these timelike cones the signature
of the Fundamental tensor is Lorentzian everywhere. The only constraint is that
b]*> = a**b,b, > —1, which, interestingly, is in some sense the opposite” of
the condition |b|> < 1 that appears in the well-known positive definite case,
see e.g. [110]. Note that in our case, |b|? is allowed to be positive as well as
negative, which is one of the properties—others will be discussed below—that
distinguishes the modified Randers metrics from standard Randers metrics, for
which the constraint is given by® —1 < [b|? <0 [111].

In contrast to the preceding sections and the rest of Part III, we will mo-
mentarily set aside our assumption that dimM = n = 4 and allow our manifold
to have any dimension.

8.3.1 Motivation and definition

First of all, let us review why it is not that obvious in Lorentzian signature what
the ‘most natural’ definition of the Randers metric should be, starting at the
very beginning. The original definition of a Randers metric, in positive definite
Finsler geometry, is that it is just a Finsler metric of the form F = o + £,
where a = y/a;jy'y is a Riemannian metric and 8 = b;y* any 1-form. This is
well-defined as long as a;; is positive-definite because in that case A = aijyiyj
is always positive for nonvanishing vectors y. If we allow a,, to be a Lorentzian
metric, however, the quantity A can become negative, in which case VA is ill-
defined, as we want I’ to be a real function. One way to remedy this, at least
at a technical level, is to simply restrict the domain A C T My to those vectors
for which a,,y*y” > 0 (or alternatively, a,,y"y” < 0). This is the approach
that was taken in [[4] and Proposition 8.2.1 can be interpreted in that context®.
However, restricting A in this way leads to issues when it comes to the physical
interpretation, so here we take a different approach.

The obvious first alternative to restricting A to vectors with positive norm
is to simply replace A by |A| and define o = /| A|, as we have done throughout
this dissertation. Such a definition still has the side effect that F' is not smooth
on vectors satisfying A = 0, but the upside is that there’s no need a priori

2If one were to adopt the opposite signature convention to ours, however, the constraint in
the Lorentzian case would also turn out to be |b|2 < 1, matching the positive definite case.

3This constraint applies to the situation where the signature is required to be Lorentzian
within the whole timelike cone. It should not be confused with the situation corresponding e.g.
to Proposition 8.2.1 where the region with Lorentzian signature might be strictly smaller.

“Since the signature convention in [[4] is opposite to the one employed here, the condition
auvy"y” > 0 in that case precisely select the timelike vectors. With our current conventions,
however, the relevant condition is a,,y"y"” < 0 as in Proposition 8.2.1.
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to restrict A to the timelike cone of o anymore. This modification leads to a
Randers metric of the form F = /[A] + 3, which is just the standard Randers
metric as we have defined it earlier. Mathematically it clearly is the most natural
extension of the original definition.

From a physics perspective, however, this definition has the undesirable con-
sequence that light rays can only propagate into one half of the tangent space,
namely the half given by § < 0. This follows immediately from the null con-
dition F' = 0. Already in the simplest case—the one in which the 1-form is
timelike—this leads to a situation where the light cone separates the tangent
space into only two rather than three connected components®, resulting in only
one timelike cone, not both a forward and a backward one. Consequently, there
is not a straightforward interpretation in terms of (future and past) timelike,
spacelike, and lightlike directions, at least not in the conventional way®.

We therefore take the viewpoint that outside of the half-space g < 0 in each
tangent space, this version of the Randers metric is not valid, but needs to be
modified. It turns out that it is possible to remove the constraint § < 0—
extending the lightcone to the other half-space f > 0—by changing F' into
F =sgn(A)/[A]+sgn(B)B = sgn(A)/[A]+|B|. The result of this is, effectively,
that under some mild assumptions (details will follow below), the single light
cone (from the 5 < 0 half space) is mirrored to the complementary § > 0 half
space, whereas in the cone consisting of a-timelike vectors—the domain of the
standard Randers metric (cf. Proposition 8.2.1)— F' reduces to the standard
Randers metric with an overall minus sign, F' = —(a + [3), by Proposition 8.2.1.
The overall minus sign is not of any relevance and may simply be removed as
a matter of convention. In particular, F' is now reversible, i.e. invariant under
Yy — —v.

The preceding heuristic argument motivates the following definition.

Definition 8.3.1. A modified Randers metric is a Finsler metric of the form,
F = sgn(A)a + |8, (8.24)

where we recall for completeness that o = \/|A|, A = auwy*y”, B = buy”.

It is worth pointing out that we could have chosen a minus sign instead of a plus
sign in the definition of the modified Randers metric, which would have been
just as natural. But it turns out that in that case the resulting Finsler metric

5This can be checked easily in suitable coordinates adapted to 3.
5We note that in some approaches a single, future pointing (by definition) cone is deemed
to be sufficient [97, 19].
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would not be guaranteed to have Lorentzian signature everywhere inside of the
timelike cones’. The plus variant does have this property (as long as |b|> > —1),
as we will discuss in detail below.

8.3.2 Causal structure

Our task is now to show that the modified Randers metric (8.24) indeed has very
nice properties, starting with its causal structure, i.e. the structure of its light
cone. By definition, the light cone is given by

F=0 & sgn(A) <0 A |A] = |8 & A=-p%  (825)
and thus it follows that
F=0 & (apy + buby)datda” =0, (8.26)

meaning that the light cone of I is given precisely by the light cone of a,, =
ayw + byuby, which is itself a Lorentzian metric provided that |b|* > —1, as shown
by the following Lemma.

Lemma 8.3.2. Let ay, be a Lorentzian metric and by, a 1-form such that |b|* =
ab'” > —1. Then G,y = au + byby, is also a Lorentzian metric.

Proof. We have to show that a,, has Lorentzian signature. First, the matrix
determinant lemma for rank-one updates (see e.g. [117]) says that

deta = (1+ |b]?)det a. (8.27)

Since |b|> > —1 this implies that det @ has the same sign as det a, and since A
is Lorentzian, this implies @ has negative determinant everywhere. In 4D this
immediately implies that a is Lorentzian (although the signs of the eigenvalues

might be flipped with respect to a,,), but we’ll allow the dimensionality to be
arbitrary here. Consider the continuous family of 1-forms b&n) = nb,, where

n € [0, 1], and define aff]y) = Quy + bfﬁ)bl(,n). For any n we have

det o = [14 B[] deta = [1 4 7?[b?] det a, (8.28)

“In case one employs the opposite signature convention (4, —,—, —) the converse would
be true. In that case the preferable choice would be F = sgn(A)a — |3| rather than F =
sgn(A)a +[5].
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so deta™ # 0 and hence it follows by Lemma 8.2.2 that (" has the same
signature for all values of 7. In particular, @ = a(!) has the same signature as
a = a®, which is Lorentzian signature. O

The fact that, as long as |[b|> > —1, the light cone of F' coincides with the light
cone of a pseudo-Riemannian metric, implies that this light cone separates the
tangent space at each point into three connected components, which we can
naturally interpret as the forward timelike cone, backward timelike cone, and
the remainder consisting of spacelike vectors. Coincidentally we note that

F<0 & (apy + buby)y"y” <0, (8.29)
from which it also follows that
F>0 & (@ + buby)y"y” > 0. (8.30)

This leads to the additional convenience that F-timelike vectors are precisely
given by F' < 0, and F'-spacelike vectors by F' > 0, in addition to the null
vectors that are given, by definition, by F' = 0. We summarize these results in
the following proposition.

Proposition 8.3.3. As long as |b|?> > —1, the causal structure of the modified
Randers metric F = sgn(A)a + || is identical to the causal structure of the
Lorentzian metric a,, + b,b,, with null vectors given by F' = 0, timelike vectors
given by F < 0, and spacelike vectors by F' > 0.

As a result of these nice features of the causal structure of the modified Randers
metric, it is possible to define time orientations in a way similar to how they are
defined in general relativity, namely by means of a nowhere vanishing timelike
vector field T. Such T selects one of the two timelike cones as the ‘forward’
one, namely the one that contains 7. Then another timelike vector y is future-
oriented (i.e. lies in the forward timelike cone) if and only if (a,, +b,b,)T*y" < 0.
We note that similar characterizations of time orientations in Finsler spacetimes
(although not in terms of an auxiliary pseudo-Riemannian metric, like a,, +b,,b,)
have been discussed in [97].

In the special case that § is covariantly constant with respect to « (equiva-
lently, F' is Berwald)—a case that is interesting from the point of view of exact
solutions—we have even stronger results. In that case, not only the causal struc-
ture but also the affine structure (i.e. affine connection) of F' can be understood
in terms of a,, + b,b,. In order to prove this, we start by characterizing the
affine structure of the latter.
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Lemma 8.3.4. Assuming that |b|*> > —1, the Christoffel symbols of @, = am +
bub, can be expressed as

=17, +

R (am _ be/\> (BuViabiy + b,V by )

1+ o
in terms of the Christoffel symbols ffw and Levi-Civita connection V of ay.

Before proving this, we point out the following immediate corollary®.

Corollary 8.3.5. If @Mby =0 then fﬁy = fﬁy

Proof of Lemma 8.5.4. It can easily be checked that the inverse of a,, is given
by

1

SHV v
N IR AP

brb . (8.31)

Unless otherwise specified (as in the case of T below!) indices are raises and
lowered with a,,. Writing F,\W = aApF and FAW = aApF”V we first note that
we can express the latter as

f)xuy = % (a,u&)\y + 31/%,\ - 8)\C~L,ul/) (832)
= T + 02900,y — budpby) — buOpb,y, (8.33)

where (i, V) denotes symmetrization and [u, ] denotes anti-symmetrization. It
thus follows that

I, =@ T (8.34)

= <aP>\ : + |b|2bpb>\) (f)\w, + b)\a('ub,,) — bua[)\by] — byap\b#]) (8.35)

=17, — ——=bbI7, (a"’\

f - | P bb > br(ub) (8.36)

|b|2
A A
_ (ap |b|2b b ) (budipbuy +budpbyg) . (837)

8This corollary can also be proven without reference to Lemma 8.3.4, by simply noticing
that V,a,, = 0, which implies that V must also be the Levi-Civita connection of ..
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The second and third term add up to

1
——— b, PA beA) b .
T1gppr (a |b|2 729(uby) (8-38)
= 1 —bPb I‘ L, +0°0,b |b‘2 ——b0,,b (8.39)
1 + |b|2 A (w%v) — ‘b‘z (uv) :
1 o
= — WAL, + ———5 b0, 8.40
1+ b2 AL v Jr |b\2 by) (8.40)
1
= T‘[)’pr (a(ubl,) - b)‘F/“/) (841)
1
== T‘()Pbpv(“b”)’ (842)

which results in

~ o 1
FZV =17, + 7pr(ubl,) — (a’”\

A
o TP bh ) (budibuy + b0y ) -

(8.43)

!bl2

Finally, we may replace all partial derivatives with covariant ones because
QVP\bV} = Vb, — V, by = 0O\b, — O,b\ = Qap\by]. (8.44)

That yields the desired formula. ]

Theorem 8.3.6. If 3 is covariantly constant with respect to o and satisfies |b[* >
—1 then the causal structure and the affine structure of the modified Randers
metric F' = sgn(A)a + |B| are identical to those of the Lorentzian metric Gy, =
auy + byuby. In other words, the timelike, spacelike, and null geodesics of F
coincide with the timelike, spacelike, and null geodesics, respectively, of G, .

Proof. Proposition 8.3.3 guarantees that the causal structures coincide. By
Proposition 5.3.4 it follows that the affine structure of F' coincides with that
of o and Corollary 8.3.5 shows that this affine structure is the same as that of
Ay O

We note that in the proof of Theorem 8.3.6, we have applied Proposition 5.3.4,
which is a result for standard Randers metrics. Strictly speaking, however, the
modified Randers metric F' is not even an (¢, )-metric, let alone a Randers
metric. This is because F' depends not only on « and 8 but also on the sign
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of A. The following argument shows that Proposition 5.3.4 is nevertheless valid
also in this case.

If we denote by A the maximal conic subbundle of T'M on which F' satisfies
all axioms of a Finsler metric then we have A C Ay UA;_ UA_ UA__ in
terms of the conic subbundles

Ay ={(z,y) € A : £A > 0,48 > 0}, (8.45)

where the first (second) + on the LHS refers to the first (second) £ on the RHS.
This decomposition holds because F' is differentiable neither at A = 0 nor at g =
0, so that these zero sets are not contained in A. On each of the subdomains A4+,
F is just a standard Randers metric (perhaps up to an irrelevant overall minus
sign) and this is why many of the results for standard Randers metrics carry over
to modified Randers metrics. This is true in particular for Proposition 5.3.4 and
hence the proof of Theorem 8.3.6 is perfectly valid. We will come back to this
in the context of exact solutions later.

Apart from the intrinsic significance of Theorem 8.3.6, one of its nice conse-
quences is the existence of so-called radar neighborhoods [118]. In words, this
means that, given any observer and any spacetime point sufficiently close to the
observer’s worldline, there is (at least locally) exactly one future-pointing light
ray and one past-pointing light ray that connect that point to the worldline of
the observer. The precise statement is as follows.

Proposition 8.3.7 (Existence of radar neighborhoods). Consider a Finsler
spacetime with modified Randers metric of Berwald type and with |b|> > —1,
let v be a timelike curve and let p = v(Ag) be some point on . Then there are
open subsets U and V with p € U C V such that every point q € U\ image(~y) can
be connected to v by precisely one future-pointing and precisely one past-pointing
null geodesic that stays within V.

Proof. This result has been proven in [118] for spacetimes with a Lorentzian
metric rather than a modified Randers metric. However, the statement relies only
on the properties of null geodesics and timelike curves. By Theorem 8.3.6, null
geodesics and timelike curves of the modified Randers metric can be understood
as null geodesics and timelike curves, respectively, of some Lorentzian metric
(note that F' being Berwald implies that @#by = 0, by Proposition 5.3.4). Hence
the result extends immediately to our case. O

The set U is called a radar neighborhood of p with respect to . The existence of
radar neighborhoods will play an important role in Chapter 9 when we calculate
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the radar distance to a given spacetime point during the passing of a Finslerian
gravitational wave of modified Randers type and compare it to the result for a
classical general relativistic gravitational wave. Proposition 8.3.7 essentially says
that this radar distance is a well-defined notion to begin with.

8.3.3 Signature and regularity

Our next objective is to determine the signature and regularity (i.e. degree of
smoothness) of F. Provided « is Lorentzian, we will find the signature of F' to
be Lorentzian everywhere within the timelike cone, except (trivially) at those
points where F' is degenerate or not smooth, i.e. at the irregularities of F'. This
holds irrespective of the properties of the 1-form. Therefore we will be interested
in the subset of the timelike cone where F' is not regular. Ideally, this subset is
empty, and we will see that when S is timelike or null this is indeed the case.

Signature of the fundamental tensor

The determinant of the fundamental tensor of an («a, §)-metric F' = a¢(s), with
s = [/« is given by

det g = ¢" (¢ — s¢/)" (¢ — s¢' + (sgn(A)|b]* — 5%)¢") det a, (8.46)

where n = dim M and the prime denotes differentiation with respect to s. This
formula, which appeared originally in [H5], is a generalization of a well-known re-
sult for positive definite (o, §)-metrics, and its proof can be found in Appendix C.
Because of the appearance of sgn(A) the expression is slightly different from its
positive definite counterpart, to which it reduces when A > 0, i.e. sgn(A) = 1.
For a modified Randers metric of the form F = sgn(A)a + |3| the function ¢ is
given by ¢(s) = sgn(A) + |s|, so (8.46) reduces to

e n+1
jezz = sgn(A)" ! (sgn(4) +|s))"' = (sgn(A)Z> . (8.47)

We denote by A the maximal conic subbundle of T'M on which F' satisfies all
axioms of a Finsler metric. The precise characteristics of A are yet to be deter-
mined, but since F' is differentiable neither at « = 0 nor at 8 = 0, A can clearly
only contain points (z,y) € T'My that satisfy o # 0 and 8 # 0. We will tacitly
use this fact in what follows.

Lemma 8.3.8. In even dimension n, the subset of A on which g has Lorentzian
signature is given precisely by those points in A that satisfy sgn(A)F > 0.
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Proof. Consider the family of functions F)\ = (1 — \)sgn(A)a+ AF = sgn(A)a+
A|B| for A € [0,1] and suppose first that sgn(A)F > 0. Then both sgn(A)Fy =
a > 0 and sgn(A)F; = sgn(A)F > 0, and since F)\ = (1 — A\)Fy + AF; is a
convex sum, this implies that sgn(A)F) > 0 for each A. Since we also know that
deta < 0, (8.47) then implies that det gy has the same sign for each A and hence
it follows from Lemma 8.2.2 that the signature of ¢ = g1 is the same as that of
€a = g, i.e. Lorentzian.

Conversely, if sgn(A)F < 0 then (8.47) shows that det g > 0, as n+ 1 is assumed
to be odd. Hence in this case g is certainly not Lorentzian. O

Let us investigate what this set sgn(A)F > 0 looks like. First note that F <
0 trivially implies A < 0, meaning that the F-timelike cone (recall Proposi-
tion 8.3.3) lies completely within the A-timelike cone. It follows that if F < 0
then sgn(A)F > 0 and hence the region F' < 0 has Lorentzian signature. In other
words, within the entire timelike cone of F' (intersected with A), the signature of
the fundamental tensor is Lorentzian. Similarly, A > 0 implies F' > 0 and hence
sgn(A)F > 0, so the region A > 0 also has Lorentzian signature. What remains
is the region where simultaneously A < 0 and F' > 0, and in this case, it is clear
that sgn(A)F < 0. Hence, apart from possible irregularities, this is precisely the
subset of T'M where the signature is not Lorentzian. The inequalities describing
this region can be interpreted as saying that y lies within the A-timelike cone
but outside of the F-timelike cone (or possibly on the boundary of either). In
other words, this is precisely the region in between the light cone of A and that
of F'. We thus conclude that F' has Lorentzian signature everywhere on A except
in the region in between the two light cones (including their boundaries”).

Figure 8.1 shows a (1 + 2)D projection of the light cone of the modified
Randers metric, and it also shows the region (in green) where the signature of
the fundamental tensor is Lorentzian, for each possible causal character of the
1-form. In each subfigure, the inner light cone is that of F' and the outer light
cone that of A.

Regularity

From the definition of the modified Randers metric, it is clear that the set of
points where F' (or more relevantly, F?) is not smooth is given by A = 0 or
5 = 0. We would like to know which of these points, if any, lie within the timelike

90On the light cone of A the Finsler metric is not even differentiable, so it certainly does
not have Lorentzian signature there. On the light cone of F', either A = 0, in which case the
previous comment applies, or A # 0, in which case det g = 0, by (8.47), so that the point does
not lie in A.
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(8.1a) Null 1-form, p = 0.6 (8.1b) Null 1-form, p = 1.4

Figure 8.1: The figures show, for several representative values of p, a 3D pro-
jection of the light cone and the signature of the fundamental tensor of the
modified Randers metric F' = sgn(A)a + | 3], in coordinates such that at x € M
one has A = —(y°)2 + (y)2 + -+ (¥*)" L and B = py° (in the timelike case)
or 8 = p(y’ +y') (in the null case) or 3 = py' (in the spacelike case). Such
coordinates can always be chosen. Green regions correspond to Lorentzian sig-
nature and red regions to non-Lorentzian signature. Figures 8.1a - 8.1f show the
physically reasonable scenarios, where |b/? > —1. In that case, two cones can be
observed. The inner cone is the true light cone of F' (i.e. the set F' = 0), and
the outer cone is the light cone of a;; (i.e. the set A =0). The only region with
non-Lorentzian signature (disregarding irregularities) is precisely the gap in be-
tween the two cones, including their boundaries. If on the other hand [b|?> = —1
(Figure 8.1g) then the light ‘cone’ of F is the line y' = y?> = y3 = 0. And if
|b|> < —1 (Figure 8.1h) then the light ‘cone’ of F consists only of the origin.
Therefore we deem the latter two cases not physically interesting.

131



Chapter 8. Exact Vacuum Solutions of Berwald Type

(8.1c) Timelike 1-form, p = 0.65 (8.1d) Timelike 1-form, p = 0.9

(8.1e) Spacelike 1-form, p = 0.8 (8.1f) Spacelike 1-form, p = 2
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(8.1g) Timelike 1-form, |b]? = —1. (8.1h) Timelike 1-form, [b|> < —1.

cone of F', or perhaps on its boundary, the light cone. First, we focus on the
possibility that A = 0. As observed above and confirmed visually in Figure 8.1,
the F-timelike cone lies completely within the A-timelike cone, which implies
that none of the A = 0 irregularities lie within the F-timelike cone. But they
might lie on the light cone, namely if the light cone of A and the light cone
of F' have a nonempty intersection. The specifics of this are straightforward to
derive, but depend on the (pointwise) causal character of the 1-form §; we list
the results below and leave the details to the reader. The easiest way to check
these properties is to use coordinates in which

o pdx?® timelike
A= —(da®)? + §y;datda?, B=1{ p(da®+dzt) null (8.48)
pdx! spacelike

at a given point € M. Such coordinates always exist'". In each of the following
cases, we consider the light cone(s) at the fixed point z.

10We recall that this can be seen as follows. First, since a;; is Lorentzian, it is always possible
to choose coordinates such that A is just the Minkowski metric at a given point z € M.
Writing b* = (b°,b,...5™ ") in these coordinates, we may apply a spatial rotation to the
coordinates b',...,b" "1, such that they are transformed into (bl, 0,...,0), leaving the metric
at = unchanged. Then b* = (8°,b',0,...,0). Now we separate the three cases. If |b|*> = 0, it
follows that b' = 4b° and by applying—if necessary—a spatial reflection in the z! direction
we may choose either sign. If |b|> < 0 then we may go to the local rest frame by a Lorentz
transformation, resulting in b' = 0. If on the other hand |b|*> > 0 we may perform a Lorentz
transformation resulting in b° = 0.
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o If 3 is timelike at = and |b|> > —1 then the light cones do not intersect
(apart from the trivial intersection in the origin). Hence not only the F-
timelike cone but also its boundary, the light cone, lies completely within
the (interior of the) light cone of A.

o If B is null at z then the intersection of the two lightcones is given by those
yH that are multiples of b*. This intersection thus spans a single line in
the tangent space.

o If (3 is spacelike at = (and assuming dim M > 2) then a;; induces an (n—1)-
dimensional Lorentzian metric on the hypersurface 5 = 0. The two light
cones intersect along the light cone of this induced Lorentzian metric. In
Figure 8.1e¢ and Figure 8.1f, which are 3D projections, the latter is given
by y° = +y?; hence the intersection appears as a pair of lines.

o If [b]?> = —1 then the light cone of F is given by a single line, namely the
line consisting of all multiples of b*. In Figure 8.1¢g this is just the y°-axis.

o If [b|? < —1 then the light cone of F is given by the single point 3 = 0.

This sums up the A = 0 irregularities on the light cone of F. Regarding the
B = 0 irregularities, note that 8 = a,,b'y" = 0 if and only if y* is orthogonal
to b*. The orthogonal complement to a timelike vector is spacelike, so if b, is
timelike, 5 cannot vanish on A-timelike vectors and hence in particular 8 # 0 in
the F-timelike cone. If b, is null, on the other hand, then the only nonspacelike
vectors orthogonal to it are multiples of b* itself. These coincide with the A =
0 irregularities in the second bullet point above. Ounly in the case that b, is
spacelike will there be 8 = 0 irregularities inside the F-timelike cone, namely all
A-timelike vectors orthogonal to b,.

Now let us combine everything we have worked out in this section so far.
A modified Randers metric with [b|> > —1 has Lorentzian signature everywhere
within its timelike cone, with the exception of possible irregularities in the cone.
The latter are given either by 8 = 0, characterized in the preceding paragraph,
or by A = 0, corresponding to one of the intersections listed in the bullet list
above, depending on the causal character of 5. We may thus summarize the
results as follows, focusing for clarity on the case where the 1-form has a global
causal character, i.e. is everywhere timelike, spacelike or null.
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Regularity and Signature - Summary

Let F' be a modified Randers metric with [b|* > —1.

o If B is timelike at then F' is smooth and has Lorentzian signature within
its timelike cone. On the light cone, F' is smooth but degenerate.

e If B is null then F is smooth and has Lorentzian signature within its
timelike cone. On the light cone, F' is degenerate and there is a 1-
dimensional irregularity where F' is not smooth, namely the line spanned
by b*.

o If § is spacelike then within its timelike cone, F' has Lorentzian signa-
ture but has an (n — 1)-dimensional irregularity where F' is not smooth,
given by the hyperplane 5 = 0. On the light cone, F' is degenerate and
there is an (n—2)-dimensional irregularity where F' is not smooth, given
by the light cone of the induced metric on the submanifold g = 0.

If |b|? < —1 the timelike cone is the empty set, suggesting that this case is not
physically relevant.

Clearly, the timelike case is the winner in terms of desirable properties from the
point of view of physics. But the null case is a close runner-up, and even the
spacelike scenario is acceptable. In particular, the set where F' is not smooth
has measure zero and empty interior in each of the cases, provided dim M > 2.
This is true even when the 1-form is spacelike. On the other hand, the classical
Randers metric can only be considered a physically reasonable Finsler spacetime
if the 1-form is either null or timelike [111], and even in these cases, there is
only a future timelike cone (or only a past timelike cone, but not both). This
motivates the use of modified Randers metrics rather than standard Randers
metrics in Finsler gravity.

8.3.4 Exact vacuum solutions

As noted already below Theorem 8.3.6, a modified Randers metric F' is ‘locally’
just a standard Randers metric, in the sense that the domain A of F can be
decomposed into several parts, on each of which F' reduces to a standard Ran-
ders metric. That means that on each of the individual subdomains, all results
obtained in Section 8.2 are applicable. And since the classification results per-
taining to exact solutions do not depend on the specifics of the domain, it follows
that the results remain true also for modified Randers metrics considered on their
entire domain A. We summarize the most important ones below.
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e For modified Randers metrics of Berwald type, Pfeifer and Wohlfarth’s
field equation is equivalent to Rutz’s equation, which comes down to Ricci-
flatness, Ric = 0, or equivalently, R,,, = 0. This is the analog of Proposi-
tion 8.2.4.

o From this, it follows that a modified Randers metric F' = sgn(A)a + |5|
of Berwald type is a vacuum solution (to any and each of these equations)
if and only if « is a vacuum solution to Einstein’s equations. This is the
analog of Theorem 8.2.6.

e The analog of the final classification result, Corollary 8.2.8, holds for mod-
ified Randers metrics as well.
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CHAPTER 9

Finsler Gravitational Waves

The aim of this chapter, which is based mostly on [H5], is to attach a physi-
cal interpretation to, and investigate the physical consequences of, the (plane)
pp-wave solutions of («, §)-metric type obtained in Section 8.1. We will achieve
this by means of a two-fold linearization procedure, after which the whole class
of solutions essentially reduces to a single family of Randers gravitational waves
parameterized by a + and a X polarization, for which it is possible to calcu-
late exactly what happens when such a wave passes, say, a gravitational wave
interferometer on Earth.

The relevant observable measured in interferometer experiments is essentially
the radar distance, so we compute this radar distance for our Finslerian gravi-
tational waves, reproducing in the appropriate limit the radar distance formula
for a standard gravitational wave in general relativity (GR) [45]. Although at
first sight, the expression for the Finsler radar length looks quite different from
its GR counterpart, we show that this is nothing but a coordinate artifact. Re-
markably, when the Finslerian expression is interpreted correctly in terms of
observable quantities, it becomes clear that the two expressions are in fact iden-
tical, suggesting that there is no observational difference between the Finsler and
GR case, at least as far as radar distance measurements are concerned.

This is the first example of a situation in which an explicit expression for
the Finslerian radar distance could be obtained in the case of finite spacetime
separations', and as such our results may be viewed in part as a proof of concept.

'In the case of infinitesimal spacetime separations the radar length has been studied in
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9.1 Linearized pp-wave solutions

There are two steps to the linearization. First, we linearize in the departure from
flatness by writing the Lorentzian part « (or rather A) as the flat Minkowski met-
ric plus a small deviation, resulting in a standard general relativistic linearized
gravitational wave. Second, we linearize in the departure from GR, reducing the
class of («, 8)-metrics to metrics of Randers type. Our starting point will be the
expression (8.10) for the plane wave solutions in Rosen coordinates.

9.1.1 Linearized gravitational wave solutions

As anticipated, we start by linearizing the plane wave metric
A = —2dudv + hjj(u)dz'dz’ (9.1)

appearing in (8.10) in its departure from flatness. In other words, we consider
the scenario that « is very close to the flat Minkowski metric. In this case we
may write hj;j(u) = 0;; + € fij(u) with € < 1. The linearized field equations (i.e.
to first order in €) for a then read”

11 (u) + foa(u) = 0. (9-2)

Hence fi1 and —foo must be equal up to an affine function of u. Here we will
focus on the case where fi1 = — fo2, which can always be achieved by means
of the transverse traceless gauge’. Conventionally one writes the subscripts as
fi1 = —foo = f1 and fi2 = fo1 =t fx, denoting the plus— and cross-polarization
of the gravitational wave, so we will stick to that notation from here onwards.
That brings us to the Finsler metric

F=a¢(f/a), (9-3)
{ A= —2dudv + (1 +efy(u))da? + (1 — efy(u))dy? + 2¢ f« (u)dz dy
6 =du

[119, 120].

2The (linearized) vacuum field equation for F' is more complicated in general, but as dis-
cussed extensively in Section 8.1, if the vacuum field equation for « is satisfied then so is the
field equation for F'. In the case of Randers metrics, to which everything will reduce momen-
tarily, the field equation for F' is even equivalent to the field equations for . Hence for our
present purposes, the field equations for « suffice.

3We leave open the question of whether the form of the 1-form § = du always remains
invariant under such a transformation to the transverse traceless gauge.
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Note that if we substitute v = (¢t — 2)/v2 and v = (t + 2)/v/2, then A re-
duces to the standard expression for a gravitational wave metric in GR. In these
coordinates, the Finsler metric reads

F=ag¢(B/a), (9.4)
A=—-dt? +d22+ (1 +efi(t — 2))dz? + (1 — efy (t — 2))dy?
+2efx(t — z)dzdy
B = \% (dt — dz).

We will thus refer to such Finsler metrics as (Finslerian) gravitational wave met-
rics.

9.1.2 Linearized (o, f)-metrics are Randers metrics

It is natural to linearize not only in €, characterizing the departure from flatness,
but to also use a perturbative expansion in the ‘size’ of the 1-form, characteriz-
ing the departure from GR and pseudo-Riemannian geometry. In other words,
we consider gravitational waves that deviate only slightly from the well-known
general relativistic ones. The purpose of this section is to highlight that any
(a, B)-metric is equivalent to a Randers metric, to first order in this expansion,
so that from a physics point of view, Randers metrics are quite a bit more general
than they might seem at first glance.

So consider an (a, #)-metric constructed from a pseudo-Riemannian metric
« and a 1-form S such that 8 < 1. To see what happens in such a scenario, we
replace 8 with A8 and expand to first order in A\. Then we obtain

F=ag(2) = a (60) +200)”

(07

)=o) 12505 =a+5. 95

Hence to first order in A, any (a, 3)-metric is indeed equivalent to a Randers
metric’. Consequently, by replacing du by Adw in (9.3), which technically can
be achieved by a coordinate transformation that scales u by A and v by 1/, it
follows that to first order in A the Finsler metric of the («, 5)-type gravitational

4Actually, this is not true for all (a, B)-metrics but only those which allow an expansion
around s = §/a = 0. This excludes some of the m-Kropina metrics, for instance, because these
are not always well-behaved in the limit § — 0.
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waves takes the form,

F=a+5, (9.6)
A= —2dudv + (1 +efy(u))da? + (1 — efy(u))dy? + 2¢ f« (u)dz dy
8 = Adu

The parameter A\ then characterizes the departure from GR and pseudo-
Riemannian geometry. We will assume without loss of generality that A > 0.

One more step is necessary to arrive at the Finsler metric that we will take
as the starting point for the calculation of the radar distance in Section 9.2. And
this step has to do with the causal structure of the Randers metric. We carefully
argued in Section 8.3 that the physically relevant version of the Randers metric
is not the standard one, but that one should prefer the modified Randers metric.
Accordingly, the physically relevant version of the Finslerian gravitational wave
metric is given by

F =sgn(A)a + 5|, (9.7)
A= —2dudv + (1 + efy(u))da? + (1 — efy(u))dy? + 2¢ f« (u)dz dy
8 = Adu

For completeness, we also include the form of the Finsler metric in the coordi-
nates (t,x,y, z) defined right below (9.3):

F =sgn(A)a+ |1, (9.8)

A=—-dt? +d22 + (1 +efi(t — 2))dz? + (1 — efy (t — 2))dy?
+2efx (t — z)dzdy
B = % (dt - dZ) )

Let us briefly explain why this modification of the Randers metric is perfectly
allowed, even though it might seem at first glance to be in conflict with the result
obtained above that any («, 8)-metric should reduce to a conventional Randers
metric. What is important to note is that there is in principle the possibility that
different regions of the tangent bundle (subdomains of A) could house different
(a, f)-metrics, hence leading to different Randers metrics in each subdomain.
More precisely, we could define one («, 3)-metric F; on a conic subbundle
Ay C TMj and another («, 3)-metric, Fs, on a different conic subbundle Ay C
TMyj. If the two subbundles do not overlap then this defines a perfectly valid
(a, B)-type Finsler spacetime on the union A = A; U Ay. Admittedly, it would
not satisfy the definition of an (a, #)-metric in the strict sense of Definition 5.2.1
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on its domain as a whole, but there is no reason at this point in the analysis
why we should be so strict. For our present purposes, having a physically viable
causal structure is clearly more important than adhering to a mathematically
convenient—but arbitrary from the physics perspective—definition.

To first order in the deviation from pseudo-Riemannian geometry, the so-
obtained Finsler metric would reduce to a certain Randers metric on A; and
to a different Randers metric on A,. Hence on A as a whole, the resulting
linearized metric might not be expressible as a single standard Randers metric.
This is indeed precisely the case for the modified Randers metric. On each of
the four subsets of A given by +A > 0,+8 > 0, the modified Randers metric
F = sgn(A)a + |5| reduces to a standard Randers metric (up to a possible
overall minus sign, which is irrelevant). Our use of the modified Randers metric
is therefore completely consistent with the previous results, and it is preferred
here over the standard Randers metric because of its physically natural causal
structure and its other desirable properties.

9.2 Observational signature

Now we are finally in the position to analyze the physical effects of a passing
Finslerian gravitation wave of (o, 3)-type. Our starting point will be the lin-
earized Finsler metric (9.8). Since actual gravitational wave measurements are
very often done by interferometers, which effectively measure the radar distance,
the aim of this section is to compute this radar distance during the passing of a
gravitational wave of the form (9.8).

The setup is as follows. A light ray is emitted from some spacetime location
with coordinates (tg,xo, Yo, 20), travels to another location in spacetime with
coordinates (to + At,zg + Az, yo + Ay, z0 + Az), where it is reflected and after
which it travels back to the original (spatial) location, with spacetime coordinates
(to+Atot, T0, Yo, 20), being received there again. We are interested in the amount
of proper time that passes between emission and reception of the light ray, as
measured by an ‘inertial’ observer® located at the spatial coordinates (xq, yo, 20).
Because light travels forward and backward during this time interval, one half of
the time interval is usually called the radar distance between the two spacetime

SIn this context, we say that an observer is intertial if it would be considered an intertial
observer in the absence of the wave (i.e. for fy = fx = 0). In other words, thinking of the
gravitational wave as having a finite duration as it passes the Earth, an observer is inertial
precisely if it is inertial before and after the wave passes. In the absence of the wave, an
observer is said to be inertial if it has constant spatial position (z,y,z) in some coordinate
system in which A = —dt? 4+ da? + dy? + dz? and 8 = du.
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points (in GR the value is sometimes multiplied by the velocity of light, ¢, which
we have set to 1, so as to obtain a quantity with the dimensions of distance). In
other words, the radar distance can be expressed as R = A7 /2. Mathematically,
to obtain the radar distance (as measured by the interferometer) to the point (to+
At, xo+ Az, yo + Ay, zo + Az), we have to find the unique (cf. Proposition 8.3.7)
two null geodesics that connect this point to the worldline of the observer.

The expression for the radar distance of a standard gravitational wave in
GR has been obtained in [45] and our calculation below follows essentially the
same methods. At each step of the calculation, we will clearly point out the
differences with the corresponding situation in GR, so that it is clear where each
of the Finslerian effects (three separate effects can be identified) enters precisely.
In addition to linearizing in e, we also use a perturbative expansion in A, as
argued for in Section 9.1.2. In fact, rather than working to first order in A,
we will work to second order in the Finslerian parameter, as certain important
Finslerian effects only enter at second order, as we will see. We do neglect terms
of combined order eA? and higher.

9.2.1 Null geodesics

As explained above, our goal is to find the unique two null geodesics that connect
this point to the worldline of the observer. As long as the interferometer is
sufficiently small in its spatial extent and the time window of observation is not
too large, Proposition 8.3.7 guarantees that this can be done. The first important
observation here is that the geodesics in a modified Randers gravitational wave
spacetime with Finsler metric F' = sgn(A)a + |3 as in (9.8) coincide with the
geodesics of the GR spacetime with metric A because the affine connection of
F' coincides with the Levi-Civita connection of A, by Corollary 5.2.2. For the
derivation of the general form of geodesics, we may therefore assume that the
geometry is given by A. Our point of departure will thus be the metric

ds* = (9.9)
—dt? + (L +efy(t —2))da? + (1 — efy (t — 2))dy? + 2e fx (t — 2)dx dy + d22,

where € < 1, and we can essentially follow the corresponding calculation in GR
[45] until the moment at which the modified null condition becomes important.
Using the coordinates u = (¢ — z)/v/2 and v = (t+ 2)/v/2 the geodesic equations
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to first order in € can be written as

—1U =: py = const,
(1+ & fs (u))i + () = ps = const,
(1 —cefy(u)y+efx(u)t =: py, = const,
i+ 3 (3% = §7) f(u) + e fl(w)ig = 0,
where (9.10)-(9.12) are obtained as first integrals using the fact that A is inde-
pendent of the coordinates v,x,y. Here an overdot denotes a derivative with

respect to the affine parameter . The first three equations can be rewritten to
first order as @ = —p,,

&= (1—cefi(u)ps — fx(u)py, y=(1+ef(u)py — efx(u)pa, (9.14)

and can be integrated (with respect to the affine parameter o, chosen without
loss of generality such that « = 1) to

u=uy+ o, (9.15)
r=x0+0 [(1 - sf+(a)> P — fx (u)py} , (9.16)
y=yoto [(1 + €f+(0)) Py — efx (U)pz} , (9.17)
where
Frn() = - [ frntuo + 0)do (9.18)

is the averaged value of fi .. The equation (9.13) for v can be integrated to
S = 1 9 o
0= —Puo — 5¢ (P — Py fi(up +0) — efx(ug + 0)papy (9.19)

where a0 = puo — 502 — p2)f(u0) — efx (ug)pep, and where p, = —i (not
necessarily constant) and py is its initial value at o = 0. Integrating once again,
we obtain

_ 1 3 -
v =10 = a0 — 5e(p% = Py)of(0) = €6 f(0)papy- (9.20)
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Any geodesic emanating from a given point z{, can thus be described by the
following parameterized path for certain values of the constants p,,p, and pPyo:

u(o) = ug + o, (9.21)
() = w0+ 0 (1 f1(0)) po — eFx(0)py ], (9.22)
y(@) = o+ 0 [(1+ef1(0)) py — efx(@)pa] (9.23)
(o) = vo — Puoo — 3e(pl — P)o f(0) — €0 fo(0)papy. (9.24)

We need to know the specific expression for null geodesics, however. The modi-
fied null condition or modified dispersion relation (MDR) for massless particles,
F =0, is the first place where the Finslerian character of the gravitational wave
enters. According to Section 8.3.2, the condition F' = 0 is equivalent to A = —3?,
ie.

=200 + (1 +efy (w)i® + (1 — efy (W)g? + 2e fu (w)ig = =A@, (9.25)

which, after substituting (9.21)-(9.24), becomes 2,0 + p2 + p?/ = )2 We
may therefore eliminate p,g by directly substituting this null condition into the
expression (9.24) for v(o). A generic null geodesic starting at (ug, o, Yo, vo) at
o = 0 can therefore be described by the following parameterized path,

u=ug+ 0o, (9.26)
x:x0+a[<1—ef+ ) x—sfx(u)py], (9.27)
y=yo+0 |(1+f(0)) py — fxwpa], (9.28)
v=ug+ §(px —i—py + %) — %e(pi — pz)aﬂr(a) — 0 fx (0)papy- (9.29)

Here we can make two important observations:
1. the effect due to the MDR or modified null condition enters at order \?;

2. in the limit A — 0 we recover the null geodesics of a standard gravitational
wave in GR [45].

9.2.2 Radar distance

Next, we plug in the boundary conditions at the receiving point (ug + Au, z +
Az, yo + Ay, vy + Av). Note that 0 = Aw at that point, and hence from the
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middle two equations (9.27) and (9.28) we infer that

P = i—z (1+efi(Au) +e fx(Au)i—Z, (9.30)
Py = % (1 - €f+(AU)) + 6fx(AU)%i, (9.31)

Plugging this into the v equation yields
20ulAv = Az?(14ef (Au)) + Ay?(1—cfi(Au)) 4 2e fx AxAy + A2 Au?, (9.32)

or equivalently,

(1 - A;) AR = (14 ef(Au)) Az? + (1 - ef(Au)) Ay?

_ 22
+ 2 fu (Au) Az Ay + <1 + 2) Az — N2AzAt,  (9.33)

where we have used that —2AuAv = —At?2 + Az2. This equation is solved to

first order in € and A2 (neglecting e\? terms) by°

As? - A2\ AsAy\
At:A€+<W>sf+(Au)+< Z/J)an(Au)

1 [ Ax? + Ay? +2A22 9
+2< NG CAzN

(9.34)

where Al = /Az2 4+ Ay? + Az2 is the Euclidean spatial distance, which coin-
cides with the radar distance in the case of flat Minkowski spacetime.

In principle, the RHS still depends on ¢ via f(Au), so (9.34) is not yet a
closed formula for At. However, since f only appears multiplied with e, and
since we are only interested in the first order expression for At, any zeroth order
expression for f suffices in this formula. We have

5Tn addition to this solution there is, formally, another solution to the equation. However,
this other solution has the wrong zeroth order term, namely a negative one, which renders it
physically irrelevant.
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_ 1 [Au 5 (At—A2)/V3
(Al=A2)/V32
(Al—A2)/v32
= Aé\—szz/o f (%(to —2p) + U) do + O(e) (9.36)

since At = Al+ O(e). We introduce another symbol for this expression, namely

FAG Azt — 2y = Y2 [TV (L do, (937
f(AL Z’O_ZO):M—AZ/O f(ﬁ(O—ZOH‘U) o, (9.37)

where the explicit display of the arguments serves to remind us that f depends
only on A¢, Az and the initial value of ¢t — z. Since ef(Au) = ef(Al, Az, tg —
20) + O(£2), it follows that we can rewrite (9.34) to first order in € and A\? as

Az? — Ay?\ -
At = A/ + (W) 5f+(A£, AZ7tO - ZO)
AzA -
( A€y> EfX(AE, Az,to—ZQ)

+ B 97 (9.38)

2 2 2

1 (Aaz + Ay~ + 2427 Az) A2,
which is a closed expression for the elapsed coordinate time interval At for a light
ray traveling over a certain spatial coordinate distance, in terms of the spatial
coordinate separations and the initial value of ¢t — z.

Now let us consider the complete trip, from zfj to zfj + Az* and ‘back’ to the
original spatial location. The total coordinate time elapsed during this trip is
the sum of the forward trip and the backward trip time intervals. Schematically:

Atyor, = At(Ax, Ay, Az, tg — zp)
+ At(—Ax, —Ay, —Az,tg + At — (20 + Az)), (9.39)
since the spatial interval on the backward trip is simply minus the forward spatial

interval, and since the ‘initial’ value of ¢t — z for the backward trip is just the final
value tg — zp + At — Az corresponding to the forward trip. Plugging in (9.38)
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yields

Az? — Ay?\ - Az A -
Aty = 2A0 + ¢ <2A€y> fiitot +€ (A£y> [ tot

1)\2 (Ax2 + Ay? + 2A22>

+3 N (9.40)

where f_+,tot = f+7f0rward + fJﬁbaCkward and similarly for the x-polarization, in
terms of the forward and backward averaged amplitudes, respectively, given by

f—l—,x,forward = f+><,(A£7 AZ, to — ZO)

\/§ (AL-Az)/V2 1
- m/o Fox <ﬁ(to - Zo)+a> do, (9.41)
f_+,><,backward = f_+7><(A£, —Az,tg — 20 + At — Az) (942)
5 AA)/VE 1

In the last expression we have replaced At by A/ in the argument of f ., because
to zeroth order this makes no difference, and only the zeroth order expression
for f+,backward is relevant because f+,backward always appears multiplied by ¢ in
the expressions we care about, like Atiot.

Equation (9.40) gives the total coordinate time elapsed during the trip of the
light ray forward and back. The next step in the calculation of the radar distance
R = A7/2is to convert the coordinate time interval into the proper time interval
measured by the stationary observer local to the emission and reception of the
light ray. This is where a second Finslerian effect enters. For such an observer we
have x = y = z = const and hence the 4-velocity is given by (£,0,0,0), where we
will assume without loss of generality that £ > 0. The proper time measured by
an observer is given by the Finslerian length along its worldline AT = — [ F'do.
If we use 0 = 7 as our curve parameter, differentiating with respect to it shows
that the tangent vector to the curve should be normalized, satisfying F = —1.
This is the Finsler equivalent of the fact that in GR the worldline of a particle
parameterized by proper time should always satisfy g,,@#&” = —1 (or +1, de-
pending on the signature convention). In the case of our observer, the condition
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becomes
t] ])\t|
P =sgn(A)a+ 6] = 2] 4 M
sen(A)a + 18] = sen(~#2)/[i2] + 5 7

_ (_1 v \jﬁ) il (9.44)

where we recall that A > 0. From this, it follows that

= —|f| + (9.43)

Ar = <1 - A) Atioy (9.45)

V2

along the worldline of the stationary observer. Plugging in (9.40) and (9.45) into
R = A7/2 we conclude that, to first order in € and second order in A, the radar
distance is given by

R= (1 - \%) AL+ (1 - \%) (W) € f+ tot (9.46)
(1 25) () e (20457,

Equation (9.46) expresses the radar distance as a function of the spatial coordi-
nate distances and the initial value of ¢ — z (the latter enters the expression via
f+,x,tot)- In the limit A — 0 we recover the expression for the radar distance in
the case of a standard gravitational wave in GR [45]:

Az — A AxA
R:A€+€<4A£y> f+tot+5< 2A€y>f><tot+0( )- (9.47)

Before we move on, let us summarize in what ways the Finslerian parameter A
has entered our analysis so far:

1. The null geodesics are altered due to the fact the Finsler metric induces a
modified null condition or MDR. As a result, it takes a larger coordinate
time interval for a light ray to travel a given spatial coordinate distance.
This effect works in all spatial directions, even the direction parallel to
the propagation direction of the light ray (although the effect is somewhat
different in this direction). This effect enters at order A\2.

2. The ratio of proper time and coordinate time is altered with the result
that less proper time is experienced per unit coordinate time. This effect
enters at order A.
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There is, however, a third way in which the parameter enters. Namely in the
relation between the coordinate distance and radar distance in the absence of the
wave. For a gravitational wave in GR, these conveniently coincide; in the case
of our Randers waves, they do not. The expression (9.46) for the radar distance
derived above refers merely to coordinates. In order to make sense of the result,
we need to express the RHS in terms of measurable quantities, like the radar
distances in the various directions in the absence of the wave. Employing (9.46),
we write

AX = (1 - A) Ax + )\—2Ax (9.48)
= 7 A, .
A A2
~ 2 ) Ay+ S Ay, 9.49
ﬁ) y+ Ay (9.49)
AZ = (1 — )\) Az + )\—QAZ (9.50)
= 7 5 A%, .

for the radar distance in the x,y and z direction in the absence of the wave,
respectively, and

NG Al

for the radar distance (9.46) in the relevant direction in the absence of the wave.
Eliminating the coordinate distances in favor of the physical radar distances by
virtue of the inverse transformations

2 A 2
Ry = (1 - A) N (M + Z) (9.51)

Az =AX (1 + \% + A:) : (9.52)
Ay =AY <1 + \ji + A:) : (9.53)
Az=AZ <1 + \%) : (9.54)
Al = Ry (1 + \ji + Zﬁ) féo A2, (9.55)

=Ry (1 + \% - A:) — i}?j A2 (9.56)

valid to second order in A\,we obtain our final expression for the radar distance
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in the presence of the wave:

AX?2 - AY?) - AXAY
e (S

iR, f+ tot 2Ro> fX,tot+O(527)\37€)\2)-
(9.57)

This is a remarkable result. By expressing the radar distance in terms of the
physical observables AX, AY and Ry rather than merely coordinate separations,
all dependence on A has disappeared to the desired order and the expression is
identical to its GR counterpart (9.47)! We must conclude, therefore, that the
effect of a Randers gravitational wave on an interferometer is virtually indistin-
guishable from that of a conventional GR gravitational wave.

9.3 Concluding remarks

By obtaining an explicit expression for the radar distance of our Finslerian grav-
itational waves, we have shown that interferometer experiments are unable to
distinguish such gravitational waves from general relativistic ones. This invites
some discussion. On the one hand, the result is a bit disappointing since it indi-
cates that such measurements cannot be used to test the Finslerian character of
our universe. On the other hand, it also means that current gravitational wave
measurements are all compatible with the idea that our spacetime has a Finsle-
rian nature. Further research (theoretical as well as experimental) is necessary to
obtain a definite answer to the question of whether Finslerian gravitational waves
exist, or more generally, the question of whether our universe has a Finslerian
nature.

In this context, our radar distance result may be viewed not in the least as
a proof of concept. It shows how clear physical predictions can be extracted
from an a priori abstract Finslerian model of spacetime. In this particular case,
the predictions coincide with those of GR, but it would be highly worthwhile to
repeat such an analysis in other cases of interest.

It is important to point out that Finslerian effects may also play a role in the
generation of gravitational waves during, say, a black hole merger event. This
would lead to a Finslerian correction to the waveform and this could be measured
in interferometer experiments, at least in principle; especially since our results
show how the waveform correlates with the experimental results—namely in
exactly the same way in which the waveform of a general relativistic gravitational
wave does. In order to be able to investigate this, however, Finslerian black hole
solutions need to be better understood. A start in this direction has been made
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in [121, 102], and further research (in part by the author) is actively ongoing.

Let us also point out some of the limitations of our investigation. First of
all, it is by no means expected that the Finslerian gravitational waves discussed
here should be the only possible ones. Although being much larger than even
the complete class of all Lorentzian (i.e. non-Finslerian) geometries, the class of
(a, B)-metrics of Berwald type, to which we have restricted our analysis, is still
quite restrictive in the large scheme of (Finsler geometric) things.

Moreover, even within the class of («, )-metrics, our analysis is only valid
for those metrics that can be regarded as ‘close’ to a Lorentzian metric, such
that they can be approximated by Randers metrics. So even though there is
no observable difference between the Finslerian gravitational waves discussed
here and their GR counterparts, there might very well be more general types of
Finslerian gravitational waves that could be distinguished observationally from
general relativistic ones by means of interferometer experiments.

Furthermore, radar distance experiments are by no means the only way of
probing our spacetime geometry. It might be possible to detect the Finslerian
character of spacetime in some other way. We have not explored such possibilities
here, but will certainly do so in the future.

Finally, we have assumed in our calculations that the amplitude of the grav-
itational waves as well as the Finslerian deviation from general relativity are
sufficiently small such that a perturbative approach to first order in the former
and second order in the latter is valid. It would be of interest to repeat the
calculation to higher order in perturbation theory. We expect that this would in
principle be a straightforward, yet possibly tedious, exercise.
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cHAPTER 10

An Exact Cosmological Unicorn Solution

Berwald and Landsberg spacetimes (see Chapter 4) may be thought of as in-
crementally non—pseudo-Riemannian. Or in physics terms: incrementally less
reminiscent of GR. Every Berwald spacetime is also Landsberg, but provided
one adheres to the most strict definition of a Finsler metric (more strict than
ours) it has been a long-standing open question whether or not the opposite is
true. In fact, Matsumoto stated in 2003 that this question represents the next
frontier of Finsler geometry [46], and as a token of their elusivity, Bao [46] has
called these non-Berwaldian Landsberg spaces ‘[...] unicorns, by analogy with
those mythical single-horned horse-like creatures for which no confirmed sight-
ing is available.” Since 2006 some examples of unicorns have been obtained by
Asanov [47], Shen [48] and Elgendi [49] by relaxing the definition of a Finsler
space slightly, resulting in a definition like ours. Even such examples of so-called
y-local unicorns are still exceedingly rare.

In this chapter, which is based on [H6], we present a new exact vacuum solu-
tion to Pfeifer and Wohlfarth’s field equation, which is precisely such a unicorn.
It falls into one of the classes introduced by Elgendi. Interestingly we find that
these solutions have a physically viable light cone structure, even though in some
cases the signature is not Lorentzian but positive definite. In fact, the Finslerian
light cone turns out to be equivalent to that of the flat Minkowski metric, even
in the cases with the signature anomaly!

Furthermore, we find a natural cosmological interpretation of one of our so-
lutions and a promising analogy with classical Friedmann-Lemaitre-Robertson-
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Walker (FLRW) cosmology. In particular, this solution has cosmological sym-
metry, i.e. it is spatially homogeneous and isotropic, and it is additionally con-
formally flat, with conformal factor depending only on the timelike coordinate.
We show that, just as in classical FLRW cosmology, this conformal factor can
be interpreted as the scale factor of the universe; we compute this scale factor
as a function of cosmological time, and we show that it corresponds to a linearly
expanding (or contracting) Finslerian universe.

10.1 A modification of Elgendi’s unicorn metrics

10.1.1 Elgendi’s class of unicorns

Elgendi recently introduced a class of unicorns [49] with Finsler metric given by

a8
F = (aﬁ +1/a? — 62> gaf+va2—p2 (10.1)

in terms of a real, nonvanishing constant a (not to be confused with the metric
ayy, this time) and

a=f@")W @02 +6H),  B=f=")y" (10.2)

where f is a positive real-valued function and ¢(9) = ¢;;4'9 = ¢iy'y’ is a
nondegenerate quadratic form on the space spanned by § = (y!,y? »?), with
constant, symmetric coefficients ¢;;. As before, Latin indices ,7,... will run
over 1, 2,3, whereas Greek induces pu,v, ... will run over 0, 1,2,3. The geodesic
spray of F' is given by

o (2£@202 —a® @102 B2\ f/(=9)
¢ ‘( @ f<m0>2>f<x0>
G' = Py, (10.4)

(10.3)

where

and the Landsberg tensor vanishes identically. This shows that these metrics are
indeed Landsberg, but not Berwald, since the i-components of the spray are not
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quadratic' in y. Note that our G* is twice the G* in Elgendi’s paper [49], due
to a difference in convention. Explicitly then, Elgendi’s unicorns have the form

F = ") (yo 4 ¢<y>) o) (10.6)

where we have absorbed the constant a into a redefinition of z°. (And so from
here onward there is no possibility for confusion of the constant a with the metric
a,, anymore.) For our purposes, we will modify this expression slightly, though,
for similar reasons as the ones that motivated our definition of the modified
Randers metric in Section 8.3.

10.1.2 The modified unicorn metric

The expression (10.6) defining the unicorn metric is only well-defined whenever
o(g) > 0. If ¢ is positive definite, this is automatically the case, but in other
signatures this is not true in general. In order to extend the domain of definition
of F', an obvious first approach would be to replace ¢ by its absolute value, |¢|,
leading to

yO

F = £ (4 +/lo(@)]) V0T (10.7)

From the physical point of view, this is still not completely satisfactory, however.
This can be seen by considering the light cone corresponding to such a Finsler
metric, given by F' = 0. Indeed, barring some potential problems with the
exponent to which we will come back later, the light cone would be given by
those vectors satisfying y° = —+/]¢[, which would imply that the light cone is
contained entirely within the half-space 3° < 0. Interpreting 4° for the moment
as a time direction, this would have the result that light rays can only propagate
‘backward in time’ (with regards to their parameterization). If on the other
hand, v° is a spacelike coordinate, the analogous statement would be that light
cannot propagate in the spatial y°-direction (in contrast to the —y-direction).
One could perhaps argue that these distinctions only pertain to the light rays
as parameterized curves and hence are not necessarily physical, but even as a
mathematical artifact, it seems odd.

Tndeed, if each G* were quadratic this would imply that /a2 — 32 = (c;y")? for certain
(z-dependent) coefficients c;. Rewriting gives o = 82 + (c;y')? and taking two y-derivatives of
this (in the open set A > 0 for concreteness) shows that a;; = b;b; + c;c;. That implies that a;;
has at most rank 2, which is in contradiction with its definition as a 4-dimensional Lorentzian
metric, which should have rank 4.
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This situation is reminiscent of the similar situation for Randers metrics
discussed extensively in Section 8.3. The solution in that case was to replace the
Randers metric with the modified Randers metric (8.24). Here we will perform
a similar modification of the unicorn metric based on the same ideas.

Our starting point will be the following Finsler metric:

10|
Fo = 1(a%) (19°] + sen@)y/jo]) el Fomtoval (10.8)
from which we define the modified unicorn metric as:

_ JFo i 50 +sgn(e)V/[9] # 0
F_{O it [y°] +sgn(6)y/[8] = 0 10:9)

It will be confirmed in Section 10.2 that this still defines a non-Berwaldian Lands-
berg metric, justifying the term unicorn.

The case distinction is necessary since the metric (10.8) is ill-defined at vec-
tors satisfying |[y°|+sgn(¢)\/|¢] = 0, because of the division by the same number
in the exponent. Fy does not have a well-defined limit to such vectors either,
because the exponent does not stay negative in such a limit. This issue was al-
ready present for Elgendi’s unicorn (10.6), yet from a purely mathematical point
of view, this is not necessarily a problem, as one can simply opt to exclude this
set of vectors from the domain of F'. From a physics perspective, however, we
want to interpret the set F' = 0 as the possible propagation directions of light,
so it should not be empty.

As we will see below, our definition of F' as in (10.9) ensures the existence
of a physically viable light cone while preserving also the unicorn property. This
why we prefer it in the physical context, even though it leads to a discontinuity
at the light cone as discussed in more detail below in Section 10.1.4.

10.1.3 Causal structure

First, we observe that regardless of the exact form or signature of the quadratic
form ¢, our modified unicorn metrics have a light cone structure F' = 0 that is
equivalent to that of a pseudo-Riemannian metric.

Proposition 10.1.1. The light cone of the modified unicorn metric (10.9) is
given by

(y0>2 +é=0. (10.10)
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Proof. The result follows from the following sequence of equivalences.

F =0 sgn(@)y/|o] +4°] =0 (10.11)
& sgn(@)y/lé = — 1| (10.12)
N <y0)2 and ¢ <0 (10.13)
& p=— (yo)2 (10.14)
oo+ <y0)2 —0. (10.15)

0

Depending on the signature of ¢, we can make a more precise statement. In the
following corollary, the ordering of the plusses and minuses in expressions like
(+,+,+,—) and (—,+,+,+) indicates which of the coordinates—in this case,
23 and x°, respectively—is the timelike one.

Corollary 10.1.2. Let F' be the modified unicorn metric (10.9) corresponding
to some nondegenerate quadratic form ¢;;. Then the following holds:

o For ¢i; of signature (4,4, —) the light cone structure of F is identical to
that of the (+, 4+, +,—) Minkowski metric.

o If ¢i; is negative definite, i.e. of signature (—,—, —) then the light cone of
F is identical to that of the (—,+,+,+) Minkowski metric.

o If ¢; is positive definite, i.e. of signature (+,+,+) then the light cone of
F' is given by the zero vector, y = 0.

o For ¢i; of signature (—,—,+) the light cone structure of F is identical to
that of a pseudo-Riemannian metric of signature (+, —, —,+).

This singles out the (+,+,—) and (—, —, —) signatures of ¢;; as the ones that
are physically of interest, and we will mostly restrict our attention to these two
cases in what follows. Given the fact that the light cone structure in these cases
is so simple, it is natural—as discussed several times before—to interpret the
interior of the future— and past-pointing light cone as the cone of future— and
past-pointing timelike directions, respectively. In the (4, +, —) case, this leads
to the interpretation of the coordinate 22 as the timelike coordinate, with the
timelike cone given by (y3)? > (%)% + (y')? + (y*)?, while in the (—, —, —) case,
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2% would be the timelike coordinate, with the timelike cone given by (y°)? >

(y')? + (°)? + (¥°)*.

In analogy to the discussion in Section 8.3.2 it also follows, in the same way
that it did for modified Randers metrics, that the sign of F(x,y) is correlated
with the causal character of y. In the current scenario, however, the correlation
depends also on the signature of ¢. The details are provided by the following
proposition.

Proposition 10.1.3 (Modified unicorn causal structure).

o If ¢ has signature (—,—, —) then

y is timelike < |[y°| + sgn(é)\/]o| >0 & F>0
y is spacelike < [y°| + sgn(¢)/|6| <0 < F <0
yisnull < Y0 +sgn(o)/]I¢| =0 & F=0

o If ¢ has signature (+,4,—) then

y is timelike < |y°| + sgn(¢)\/]o| <0 < F <0
y is spacelike < |y°| + sgn(¢)\/|o| >0 < F>0
yisnull < |0+ sgn(o)/]I¢p| =0 & F=0

Proof. We start with the F' < 0 equivalences. Since f(z") is positive by assump-
tion, we have

F <0< sgn(@)y/|o] +14°] <0 (10.16)

& sgu(9)y/1o] < —1y"| (10.17)

sl > °)? and ¢ <0 (10.18)

s —¢> (y°)? (10.19)

= W2+ e <0. (10.20)

In the case with signature (—, —, —) this inequality reads (y°)? — (y')? — (%) —

(y3)? < 0, which says precisely that y lies in the exterior of the light cone
Y2 = (yH)? + (¥*)? + (¥®)?, i.e. y is spacelike. And in the (+,+, —) case the
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inequality reads (y%)% + (y!)? + (y?)% — (y*)? < 0, which says precisely that ¥ lies
in the interior of the light cone (y°)? + (y')? + (y?)? = (y*)?%, i.e. y is timelike.
This completes the proof of the F' < 0 equivalences. The F' = 0 equivalences
follow trivially from the definition of a null vector and Proposition 10.1.1. Since
F > 0 if and only if neither of the previous two cases F < 0 or F' = 0 is realized,
the remaining F' > 0 equivalences follow automatically. O

10.1.4 Signature and regularity

Next, we investigate the signature of our modified unicorn metrics. When ¢ has
Lorentzian signature, we denote by S(¢) the set of all § = (y',%2,4%) that are
¢-spacelike and by T (¢) the set of all § that are ¢-timelike.

Proposition 10.1.4. Consider a modified unicorn metric F' as in (10.9).

o If ¢ is positive definite or negative definite then g,, is positive definite on
its entire domain of definition.

o If ¢ is Lorentzian then g,, has Lorentzian signature (4,4,4,—) for all
y € R x S(¢) at which it is defined and signature (+,4,—,—) for all
y € R x T(¢) at which it is defined.

Proof. We may choose coordinates such that ¢ = ¢(§) = e1(y")? + e2(y?)? +
e3(y*)2. Since the spacetime dimension is fixed to 4 the calculation of the de-
terminant of the fundamental tensor is in principle a straightforward exercise

whenever F is sufficiently differentiable. It is given by

0
det g = sgn(¢)e1ezes f(2”)% exp <|y0| " 885(;) |¢|> : (10.21)

The determinant already gives us a pretty good idea of what the possible signa-
tures of g, can be. In particular, since g, is a four-dimensional matrix, it has
Lorentzian signature if and only if its determinant is negative.

a) If ¢;; is positive definite then all ¢; and sgn(¢(9)) are positive, and hence
det g is positive.

b) If ¢;; is negative definite then all ¢; and sgn(¢(g)) are negative, and hence
det g is positive.
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c) If ¢;; has Lorentzian signature (+,+,—) then detg is negative whenever
sgn(o(g)) > 0, i.e. on S(¢), and det g is positive whenever sgn(¢(g)) < 0, i.e.
on T ().

d) If ¢;; has Lorentzian signature (—, —,+); then detg is negative whenever
sgn(o(g)) < 0, i.e. on S(¢), and det g is positive whenever sgn(¢(g)) > 0, i.e.
on T ().

This already shows that g, is Lorentzian if and only if ¢ is Lorentzian and
y € R x S(¢). But the sign of the determinant does not suffice to determine
whether this signature is mostly plus or mostly minus. Similarly, it does not tell
us much about the signature of g,, when ¢ is positive or negative definite. In
order to find out, we distinguish the following three cases.

Case 1: ¢ Lorentzian and y € R x S(¢)

We first consider the case that ¢ is Lorentzian. Without loss of generality, we
set @(9) = e1(y)? +e1(y?)? — e1(y?)?, where e1 = %1 selects if we are in case c)
or d).

Now note that given a vector y € T, M which is ¢-spacelike, it follows from
the symmetries of the Finsler metric and in particular from the 3-dimensional
Lorentz symmetry of ¢ that we may always change coordinates, without changing
the form of ¢ (and F), such that y? = y% = 0.

For any choice of ¢1, we find by direct calculation, using that €2 = 1 and
le1| = 1, that g, is of the form

2]y0]

M 0 0
G = e f92 10 1 0 |, (10.22)
0 0 -1

where M is an (e;-dependent) 2 x 2 matrix, whose explicit form we omit. Its
relevant properties are that

4(y')?
(190 +e1lyt))?

Since the determinant and trace are both positive it follows that M is positive
definite. Hence we conclude that g, is of the mostly plus type (+,+,+, —).

detM =1, TrM=2+ (10.23)

Case 2: ¢ Lorentzian and y € R x T (¢)
In this case we may WLOG choose coordinates such that ¢(§) = e1(y*)? —
e1(y?)? — e1(y®)?, where £; = #1, and such that y? = 3> = 0. Again, by direct
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calculation we find that g, is now of the form

140 M 0 0
G = e f202 [0 -1 0 |, (10.24)
0 0 -1

where M is again a 2 x 2 matrix with the properties (10.23), so that M is
again positive definite. Hence we conclude that in this case, g,, has signature
(+7 +a ) _)-

Case 3: ¢ positive or negative definite

In this case we may WLOG choose coordinates such that ¢(9) = e1(y')? +
e1(y?)? + e1(y?)?, where &1 = +1, and such that, for any given y € T, M, we
have y? = 43 = 0. In this case 9w is of the form

2[y0| M 0 0
G = e (920 1 o], (10.25)
0 01

where M is again a 2 x 2 matrix with the properties (10.23), so that M is again
positive definite. Hence we conclude that g, is positive definite. O

Let us point out some interesting features of the two physically reasonable scenar-
ios we identified below Corollary 10.1.2 as a result of their satisfactory light cone
structure, i.e. ¢ having (—, —, —) or (4, +, —) signature. In both cases the light
cone is equivalent to that of Minkowski space, but surprisingly, in its interior—
the timelike cone—the signature of g is never Lorentzian. Indeed, if ¢ is negative
definite then Proposition 10.1.4 shows that g is positive definite everywhere, in
particular inside the timelike cone. Similarly, if ¢ has signature (+,+, —) then,
with 2 representing the timelike direction as pointed out right below Corol-
lary 10.1.2, the timelike cone is given by (y%)? > (y°)%+ (y*)?+ (y?)?. Any vector
in this cone thus satisfies, in particular, the inequality (3)? > (y')?+ (y?), which
says precisely that § € T(¢). It then follows from Proposition 10.1.4 that g has
signature (+, 4+, —, —) here and hence everywhere within the timelike cone.

In various alternative, more stringent definitions of Finsler spacetimes [97,
122], one requires the existence of a nonempty cone with certain properties on
which the fundamental tensor has Lorentzian signature, in order to guarantee
(among other things) the existence of a physically viable light cone structure.
What we have just established here, however, is that there exist Finsler geome-
tries that do have a perfectly viable light cone structure even while not having

161



Chapter 10. An Ezact Cosmological Unicorn Solution

Lorentzian signature anywhere. This is an interesting new observation about
Finsler geometry in its own right: apparently, even in positive definite signature,
a light cone structure may arise due to irregularities of the Finsler metric. The
most notable irregularity in the present case is located at null vectors, i.e. vectors
satisfying |y°| + sgn(#)+/[¢] = 0. Indeed, symbolically, we have

lim F=0. (10.26)
|y°|+sgn(¢)y/I¢|—0
|y°|+sgn(¢)+/|6|<0

whereas

lim
[y°|+sgn(d)+/|p|—0
[y°|+sgn(p)/|9[>0

F=o0. (10.27)

Taking into account Proposition 10.1.3 this means that in the scenario where ¢
has signature (+,+, —), the Finsler metric F' extends continuously to 0 if one
tends to the light cone from inside the timelike cone. The transition from the
spacelike directions to the light cone is then discontinuous, however. In the
(—, —, —) scenario the situation is exactly the opposite. F' then extends contin-
uously to 0 if one tends to the light cone from the spacelike directions, whereas
the transition from the timelike directions to the light cone is discontinuous.

10.2 Exact solutions

Our next aim is to determine the form of the function f(2°)—the only physical
degree of freedom—in the modified unicorn metric (10.9) by solving the Finsler
gravity field equation. Since the latter simplifies tremendously for Landsberg
spaces, let us start by confirming that the modified unicorn is still of this type.
The geodesic spray of F' is given explicitly by

! 33’0
G = ("2 -1¢l) ?éxo)) (10.28)
G' = Py, i=1,2,3 (10.29)
where
/ mO
P=2 (!yﬂ\ + sgn(¢) \¢!> sgn(yo)j}((xo)) : (10.30)
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In analogy with Elgendi’s original unicorn metrics (10.6), this geodesic spray
is not quadratic in y, so the modified unicorn metrics (10.9) are not Berwald.
Let us now check that the Landsberg tensor still vanishes, justifying the name
(modified) unicorn. To this end we employ the definition (4.5) of the Landsberg
tensor, Sy, = —iygéuéyépGU, and note that only the G* terms (i = 1,2,3)
can give a nontrivial contribution, since G° is quadratic. For these terms, we
compute that

8,0,8,G" = 8,8,05\/|0ly" + 36", BB\ /19), (10.31)

where the round brackets around the indices denote symmetrization. To find
the Landsberg tensor we need to contract this with y; = g;,y* = %@F 2 and
it can be checked in a straightforward way that the latter can be written as
some function times 9; V9] Tt thus suffices to show that 0; \/Wéué,,égGi =0.
Indeed, whenever u # 0, it follows from the homogeneity of 1/[¢] that the latter
is equal to (for 1 = 0 it vanishes immediately since ¢ does not depend on 3°)

N (5@@, Il + 35 ,8,0,, \/@ (10.32)
= \/1810,0,051/19] + 38,\/1610,)\/ 6] (10.33)
2

— 19,8,0, ( |¢\) = 18,8,8,16| =0, (10.34)

which vanishes because ¢ is quadratic’. Hence our modified unicorns are indeed
non-Berwaldian Landsberg metrics, justifying their name, and ensuring that the
field equation reduces to the (weakly) Landsberg field equation (7.13). The next
proposition characterizes Ricci-flat modified unicorn metrics. Below we will see
that any vacuum solution to the field equation must be Ricci-flat, hence this
result even characterizes all vacuum solutions of modified unicorn type.

Proposition 10.2.1. F is Ricci-flat if and only if f has the form f(z°) =
c1exp (cox0), with ¢y, ca = const.

Proof. By definition, and using homogeneity and the fact that N¥ = %5,,6?” , We

2Points satisfying |¢| = 0 can be safely ignored since these lie outside the domain A of the
Finsler metric.
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have
Ric = R y" = (6, N — 6,N%)y”
=y"((Op — NLO,)N) — (9, — NJO,)N/)
— Y 0N — 4 9, NI — 4’ NLJ, N + 4y’ NLO,NV!
= 1 (40.0,G" — ",0,G*)
— 1 (479u6"8,0,G" — 4" 8,G0,0,G)

= uG" = 3y 0,0,G" = } (8,G79,G" — 2G9,0,G") .

Using the identities
doP = 2f'/ . QG =2°f'/f,
839’0 =2f"/f, 89@6’0 = 0p0;P = 93P = 0,
y'0,G° = =2|¢|f'/ f, y'o;P = 2sgn(oy’) 1911/ .

10.35
10.36
10.37

10.38
10.39

AAA,_\,_\,_\
N — Y ~— — —

10.40

(10.41)

one finds after some slightly tedious manipulations that the last two terms in

the expression for the Ricci tensor can both be expressed as

9,G?9,G" = 2G*9,0,G" = nP?,

(10.42)

where n = dim M = 4 in our case. Hence tlzese terms cancgl each o_ther out
precisely. Denoting G® = GOf'/f and P = Pf'/f, so that G° and P do not
depend on z*, and using the fact that d,G* = nP, one finds furthermore that

0uG" = (95 log | f)G",
Y 9,0,G" = ny® (95 log | f1) P.

Consequently, we have
Ric = 9,G" — 149,0,G"
— (@ 10g 11D (1 = )62 ~ nlysen()y/ o] - 10])

which in dimension n = 4 reduces to

Ric = —(@f log 1) (32 + 4lyClsen(é)y/ 0] + 9.
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If Ric = 0 then we must, in particular, have
0 = 02Ric = —6(93 log | f]). (10.48)

It thus follows that Ric = 0 if and only if 88 log |f| = 0, the general solution to
which is given by the stated form of f. O

This shows that the following family of Finsler metrics are exact vacuum solutions
to Pfeifer and Wohlfarth’s field equation in Finsler gravity:

Ry if Y0 +sgn(¢)V/[4] # 0
F= { 0 if |y° +sgn(e)/[o]=0" (10.49a)

where

Foy=cre (1] +sn(0) |¢r)exp( i ) (10.49)
7 +oen(0) V9]

Furthermore, the following proposition shows that any solution of the type (10.9)
must have this form. In other words, all vacuum solutions of modified unicorn
type are in fact Ricci-flat.

Proposition 10.2.2. A modified unicorn metric (10.9) is a solution to the Fins-
lerian field equations in vacuum if and only if f(z°) = clecﬂo, i.e. if and only
if it can be written as (10.49).

Proof. In four spacetime dimensions, the proof is straightforward and most easily
performed in convenient coordinates in which ¢ is diagonal with all nonvanishing
entries equal to +1 or —1. Due to the size of some of the expressions involved,
however, we only give a sketch of the proof here. From (10.9) one can directly
compute g, and then its inverse g". From (10.47) together with the definition
of the Finsler-Ricci tensor (2.34) one can immediately compute R,,. We omit
the intermediate expressions because they are somewhat lengthy, but plugging
all of this into the (weakly) Landsberg field equation (7.12), we obtain

—3 log | f]|
3V19l
This equation can only be satisfied for all y# for which it is defined if 93 log | f| =

0, in which case (10.47) shows that F is in fact Ricci-flat and therefore, by
Proposition 10.2.1, must have the form (10.49), as desired. O

(—4sgn<¢>|y°|3 N |¢r3/2) 0. (10.50)
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10.3 A linearly expanding universe

We now turn to the physical interpretation of one of the unicorn solutions ob-
tained above. We will focus on the case where ¢ has (—, —, —) signature. In that
case, we will see that the solution can be interpreted as a linearly expanding (or
contracting) universe.

We start by noticing that for any time slice 2° = const., 4 = 0, the Finsler
metric describing the spatial geometry is a function only of the 3-dimensional
Riemannian Finsler Lagrangian w? = (y)2 + (y?)? + (y®)?. Since w? is homo-
geneous and isotropic, the spatial Finsler metric must be as well, for each time
slice. This shows that the Finsler spacetime metric has cosmological symmetry,
i.e. is spatially homogeneous and isotropic. Alternatively, it has been shown
[71, 28] that a Finsler metric has cosmological symmetry if and only if it can be
written in the form F = F(2°,y% w), where

2 _ (Z/T)Q
YT — kr2

0

+ 72 ((y9)2 + sin? 9(y¢)2> ’ kE=0,+1 (10.51)

is the standard spatial cosmological line element in coordinates (r,0, ¢), repre-
sented as a scalar function on 7M. With k = 0 this corresponds to our w? above,
and hence we conclude also in this way that indeed, provided ¢ has (—, —, —)
signature, the modified unicorn metric has cosmological symmetry.

Second, it turns out that the modified unicorn metric is conformally flat.
More precisely, we can write the Finsler metric

F = f(z°)F(y), (10.52)

as a conformal factor f(z°) (which is a function only of the timelike coordinate)
times the ‘reference’ Finsler metric

10|

F= (1= io@] ) P, (10.53)

which is flat. Indeed, since F has no z-dependence, it follows from (2.33) that
the spray vanishes identically. In other words, the geodesics of F are straight
lines in these coordinates, and (2.32) implies that the curvature of F vanishes,
Nf =0.

This situation is reminiscent of FLRW cosmology, which also features cosmo-
logical symmetry as well as conformal flatness. Indeed, in the simplest (spatially
flat) case, the FLRW metric can be written as ds?> = —dt?+a(t)?(dz?+dy?+dz?),

where a(t) is the scale factor. Introducing the conformal time coordinate ¢ =
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K ﬁdt the metric takes the form

ds? = a(¢)? (—d¢? + da? + dy? + dz?). (10.54)

The Finsler metric corresponding to this line-element reads

Frirw (2, ) = a(C)\/\—(y<)2 + (y7)2 + (v¥)? + (y*)?] (10.55)
= a(¢) Frrrw (v), (10.56)

where Frprw is the flat ‘reference’ metric in the FLRW case. Comparing (10.56)
to (10.52) suggests that in the Finslerian case, the coordinate z° might have the
interpretation of a kind of conformal time, while f(z°) might play a role analo-
gous to the scale factor a(¢). Since the transformation ¢ — 7 is characterized by
Ot/On = a and 9t/0z' = 0, it makes sense in this analogy to perform a similar
(inverse) coordinate change z° — ¢ according to 9f/9z° = f and 9f/9z" = 0 in
the Finsler metric. Here £ is a new coordinate that, if possible, we would like to
interpret as cosmological time, analogous to ¢ in the FLRW metric. In fact, we
will omit the tilde and just write £ = ¢ from here onwards. Then the relation
between the coordinates implies that y* = fy° and hence the modified unicorn
metric attains the form

t
ly°|

F = (Wl - £/l POV, (1057)

where f(t) is shorthand for f(2°(¢)). Indeed, it is now clear that:

o f(t) has the interpretation of a scale factor, for the spatial geometry at a
time slice t = tg is given by®

Fop = F| g, = £ty (012 + 02 + (572, (10.58)

which is just the Finsler metric of flat three-dimensional Euclidean space
multiplied by f(to); equivalently,

ds? = f(to)? ((da")? + (da?)? + (dz*)?) (10.59)

e The coordinate ¢t has the interpretation of cosmological time since it cor-

3We have removed the irrelevant overall minus sign in order to render the spatial geometry
positive definite.
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responds (up to a constant®) to the proper time of a stationary observer
with ©° = 0. Note that the latter describes a geodesic.

If we additionally require the metric to be a vacuum solution then we know from
Proposition 10.2.2 that f(z°) = c;e*’. In that case it follows from 9t/820 =
f(2°) = c1e2®” that

1 c

1) = L (2(t _ 03)) , (10.60)
C2 C1

where c3 is another integration constant, and hence we find that the scale factor

f(t) as a function of cosmological time ¢ is given by

ft) = f(2°(t)) = calt — c3). (10.61)

Thus the modified unicorn vacuum solutions describe a linearly expanding or
contracting universe.

As an additional mathematical curiosity, it turns out that these solutions
are not only Ricci-flat and conformally flat, as already noted, but flat, in the
sense that the nonlinear curvature tensor R, = 6,NJ — 0, N/, vanishes identi-
cally. This follows by explicit computation (which we omit here). Even though
R?,, = 0, the geometry is nontrivial. This would be impossible in pseudo-
Riemannian geometry. Indeed, in pseudo-Riemannian geometry a vanishing cur-
vature tensor would imply that there exist coordinates in which geodesics are
straight lines, or, equivalently, in which the spray vanishes identically, G = 0.
In the case at hand, though, we are dealing with a Finsler metric that is non-
Berwaldian, meaning that, whatever coordinates we use, the spray G* will never
be quadratic, and hence, in particular, it will never vanish identically. This
proves the nonexistence of a coordinate system in which the geodesics of the
unicorn metric are straight lines, showing that the geometry can justly be char-
acterized as nontrivial, even though it has zero curvature.

10.4 Concluding remarks

The results obtained in this chapter motivate a systematic search for cosmological
Landsberg spacetimes that solve the field equations. Indeed, while the Berwald

* Along the worldline of a stationary observer, which we may parameterize as " (t) = (¢, z5),
i* = (1,0,0,0), we have F(z,i) = |i'|e/®'1/1*'l = ¢, so that dr/d¢t = e. Hence, strictly
speaking, t = 7/e is a constant multiple of the proper time.
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property has been shown to be too restrictive to be able to model nontrivial
cosmological dynamics [71], we have shown here that—going up one step in
generality—Landsberg spaces do have this capacity. With the recent results
characterizing cosmological symmetry in Finsler spacetimes [71] and Elgendi’s
machinery for constructing unicorns using conformal transformations [123, 49],
we have a lot of tools at our disposal to study such cosmological unicorns. This
is work in progress.
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Discussion and Outlook

The results obtained in this dissertation can be divided into two main (interre-
lated) categories:

o the characterization of Berwald spaces and their metrizability (Part II);
o vacuum solutions in Finsler gravity (Part III).

Berwald spaces are relevant not only from an intrinsic mathematical point of
view but also in the context of Finsler gravity. They represent the first step up
in complexity relative to pseudo-Riemannian manifolds, and they are relatively
easy to handle, computationally. In Chapter 5 we introduced a new characteriza-
tion of Berwald spaces and we explored some of its consequences. In particular,
we obtained a general necessary and sufficient condition for (a, 3)-metrics to
be of Berwald type and we applied this Berwald condition to several specific
(a, B)-metrics: Randers metrics (for which the result is well known), exponen-
tial (v, §)-metrics, m-Kropina metrics (for which the result is also known) and
generalized m-Kropina metrics. While based mostly on our published work [H1],
we have presented these results here with a substantially heightened focus on
mathematical rigor relative to the original article. Apart from the applications
discussed here, these results have also found application in the classification of
cosmological Berwald spaces [71, 72] and it seems worthwhile to investigate in
the future whether there are more possible applications.

While all positive definite Berwald spaces defined on A = T' My are pseudo-
Riemann metrizable according to Szabo’s well-known metrization theorem, it
was demonstrated in Chapter 6 that this is not true any longer in the general
setting of Berwald spaces of arbitrary signature. We provided a general argument
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for this along with a simple explicit counterexample, based on [H2]. Next, we
investigated the situation more closely in the case of generalized m-Kropina
spaces with closed null 1-form, and (standard) m-Kropina spaces with arbitrary
1-form, and we obtained the precise necessary and sufficient conditions for local
metrizability. These results are based in part on, but considerably generalize the
findings of [H3].

Interestingly, in all of the cases considered, we concluded that local metriz-
ability is equivalent to the symmetry of the Finsler-Ricci tensor. One of these
implications—that a locally metrizable affine connection requires a symmetric
Ricci tensor—is trivial, but the opposite implication—that a symmetric Finsler-
Ricci tensor implies local metrizability—is quite wonderfully surprising. Of
course, this equivalence could be purely incidental and specific to the types of
metrics considered here, but one is naturally led to wonder whether such a result
might hold more generally. It is thus very much of interest to study the metriz-
ability of other types of Berwald spaces and see whether the equivalence holds
up. The ultimate goal would be to prove in complete generality that a Berwald
space is locally metrizable if and only if it has a symmetric Finsler-Ricci tensor,
or find a counterexample to this conjecture.

Chapter 6 concluded with the local classification of locally metrizable, Ricci-
flat m-Kropina spaces in 1 + 3D. These findings have not been published yet
and will appear in a forthcoming article. Two cases can be distinguished: either
the 1-form is null or it is not. In the first case, we found that locally, only a
single family of such spaces exists, namely with a given by a classical pp-wave
metric, and ( its defining covariantly constant null 1-form. In the latter case, we
found that for each (admissible) value of m there is locally, a unique (necessarily
locally metrizable) Ricci-flat m-Kropina space of Berwald type, namely with «
given by the flat Minkowski metric and § having constant components in ‘flat’
coordinates. We have restricted to the scenario that « is of Lorentzian signature,
but analogous results can be proven easily in other signatures.

Since Ricci-flatness is a sufficient (and in some cases even necessary) condition
for a Berwald space to be a vacuum solution to the Finsler gravity field equations,
these results have direct consequences for the classification of vacuum solutions of
m-Kropina type. Specifically, apart from the above-mentioned ‘trivial’ solutions,
a Berwald m-Kropina space can only be a vacuum solution if one of the following
two conditions is met:

(i) the 1-form is null and F' is not locally metrizable;
(ii) the 1-form is not null and F' is not Ricci flat.

All that is currently known about such scenarios is that some examples of Ricci-
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flat spaces (and hence vacuum solutions) satisfying (i) exist; whether spaces
satisfying (ii) exist is unknown. To complete the classification of m-Kropina
vacuum solutions of Berwald type, a thorough investigation of both cases (i) and
(ii) is required.

And that brings us to Part III, in which vacuum solutions to Pfeifer and
Wohlfarth’s field equation in Finsler gravity were the central topic. We intro-
duced several classes of exact vacuum solutions, classified them, and discussed
their physical interpretation.

To begin with, we proved in Chapter 8 that any (a, 3)-metric constructed
from a vacuum solution to Einstein’s equation « and a covariantly constant 1-
form S is a Ricci-flat vacuum solution in Finsler gravity, allowing us to deform
solutions in general relativity (GR) to solutions in Finsler gravity. We then
classified such solutions and showed that all nontrivial ones are generalizations
of the well-known general relativistic pp-wave solutions. For Randers metrics
as well as modified Randers metrics—a slightly different version of the Randers
metric that we introduced and studied in depth because of its preferable causal
properties—we even demonstrated that all vacuum solutions of Berwald type
must be of this form, classifying (locally) all Berwald-Randers vacuum solutions.
These results are based on [H4] and [H5].

While such classification results are intrinsically valuable from a mathemat-
ical point of view, it is essential from a physics perspective to understand what
kind of physics such solutions represent. That is why, in Chapter 9, we in-
vestigated the observational signature of our pp-wave type Finsler spacetimes,
based on [H5]. After a physically motivated twofold linearization procedure—
linearizing both in the departure from flatness as well as in the departure from
GR—we found that these solutions can be interpreted as Finslerian gravitational
waves and we were able to obtain an explicit expression for the radar distance,
the main observable in gravitational wave interferometry. The result was quite
surprising: if such a Finslerian gravitational wave were to pass the Earth, its
effect on an interferometer would be indistinguishable from a similar general
relativistic gravitational wave!

This is on the one hand somewhat disappointing, as it suggests that inter-
ferometer measurements may not have the power to reveal possible Finslerian
characteristics of our universe. On the other hand, it also means that current
gravitational wave measurements are all compatible with the idea that spacetime
has a Finslerian nature. Moreover, while research in Finsler gravity is generally
quite abstract, our radar distance result—which may be viewed not in the least
as a proof of concept—shows how clear physical predictions can be extracted
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from an a priori abstract Finslerian model of spacetime. Repeating such an
analysis in other scenarios (e.g. more generic types of Finslerian gravitational
waves, higher-order analyses, or completely different Finsler spacetimes) may
lead to additional insight into the observational signature of Finsler gravity.

Another highly interesting direction for future research in this context would
be to investigate whether Finslerian effects also play a role in the generation of
gravitational waves during, say, a black hole merger event. It is to be expected
that such effects would lead to a Finslerian correction to the waveform and this
could, in principle, be measured in interferometer experiments, especially since
our results show how the waveform correlates with the experimental results—
namely in exactly the same way in which the waveform of a general relativistic
gravitational wave does. To investigate this, Finslerian black hole solutions first
need to be better understood, and research in this direction is actively ongoing,
in part by the author. All 4-dimensional spherically symmetric Finsler metrics of
Berwald type have recently been classified [121] and, while a Birkhoff-type the-
orem has been proven for Ricci-flat spherically symmetric Berwald spacetimes
[102], it will be demonstrated in a forthcoming article that non—Ricci-flat spheri-
cally symmetric vacuum solutions more general than the Schwarzschild geometry
do exist, suggesting that the gravitational field around a black hole might indeed
feature Finslerian effects.

While all solutions discussed up to this point have been of Berwald type, we
introduced and studied a (non-Berwaldian Landsberg) unicorn solution to the
vacuum field equation in Chapter 10, which is based on [H6]. Its mathematical
interest lies in the fact that this is the first and only non-Berwaldian solution
to Pfeifer and Wohlfarth’s equation currently known in the literature and that
it is of unicorn type, but in addition to that, we have seen that it can be inter-
preted very naturally in a cosmological setting as well. Indeed, we have shown
that the solution has cosmological symmetry, i.e. is spatially homogeneous and
isotropic, that it has a well-behaved light cone structure, and that its (flat) spa-
tial slices evolve in cosmological time by means of a scale factor—reminiscent of
the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric—which has a linear
dependence on cosmological time. This leads to the natural interpretation of our
unicorn solution as describing a linearly expanding (or contracting) Finslerian
universe.

As an additional curiosity, we found that the requirement of a physically
viable light cone structure does not, strictly speaking, necessitate Lorentzian
signature, as is often assumed. This is illustrated by the signature anomaly of
our above-mentioned cosmological unicorn solution, which indeed has positive
definite signature everywhere on its domain, and yet has a light cone structure
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that is equivalent to that of flat Minkowski space. This surprising observation
raises the question of how strictly one should adhere to the standard require-
ment of Lorentzian signature in the context of Finsler spacetime geometry. Of
course, there are other reasons why Lorentzian signature might still be a desir-
able property—extremization properties of geodesics, existence, and uniqueness
(in the right context) of solutions to the field equations, the propagation speed
of the gravitational interaction, and more—but nevertheless it is worth thinking
about this question in depth.

Our results also motivate a systematic search for cosmological Landsberg
spacetimes that solve the field equations. Since (properly Finslerian) cosmologi-
cal solutions of Berwald type are necessarily static [71] and hence not particularly
interesting, any nontrivial such Landsberg spacetime must necessarily be a uni-
corn. With the recent results characterizing cosmological symmetry in Finsler
spacetimes [71], Elgendi’s machinery for constructing unicorns using conformal
transformations [123, 49], and the discovery of the first unicorn solution discussed
here, we are very optimistic about this endeavor. This is work in progress.

Another important next step in the study of Finsler gravity, not only in the
context of cosmology but in general, is the investigation of solutions to the field
equation in the presence of matter. Promising ideas about the Finslerian descrip-
tion of matter have arisen recently. For instance, taking into account the individ-
ual motion of each gas particle in a kinetic gas, one obtains an energy-momentum
tensor that is direction-dependent [88, 89]. Such an energy-momentum tensor
cannot be accommodated in GR for obvious reasons, and indeed, in the usual
Einstein-Vlasov treatment [90, 91] the individual motion of the gas particles is
averaged over. Finsler gravity, however, is perfectly well capable of incorporating
this direction-dependence and hence it could very well be that Finsler gravity is
able to provide a more accurate description of the gravitational field of a kinetic
gas. Currently, matter solutions in Finsler gravity are still completely unex-
plored, but with the before-mentioned ideas in mind, it seems a very promising
avenue.

Finally, let us zoom out and return to the broader perspective. Fundamental
physics stands before an enormous challenge: the unification of gravity with
quantum mechanics. Ultimately, the research covered in this dissertation stands
in service of this goal. Indeed, the possibility, suggested by quantum gravity
research, that local Lorentz invariance—which lies at the heart of GR—may
not be fundamental leads directly to the notion of Finsler spacetime geometry,
since the latter beautifully accommodates departures from Lorentz invariance
already at the classical level. This has been the primary motivation for our
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work. Of course, the topics covered here represent only a tiny fraction of the
larger picture. Yet, we are hopeful that our results, though modest in scope, will
prove instrumental in the understanding of gravity and that, eventually, they
may even shine light on the reconciliation of gravity with quantum mechanics.
With this grand prospect, we have come to the end of this dissertation.
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APPENDIX A

Special Pseudo-Riemannian Metrics

In this appendix we discuss several special types of pseudo-Riemannian metrics
and their standard expression in coordinates, starting with metrics that admit
a closed null 1-form. But first, a remark about the notation is in order. In
several places below, b will a priori denote a 1-form. But we will occasionally
use the same symbol b to denote its vector equivalent via the metric-induced
isomorphism. For example, b = du means that b; = 0;u and b = 9, means that
b’ = Ox'/Ov. No confusion should be possible as to what is meant.

A.1 DMetrics admitting a closed null 1-form

Proposition A.1.1. Any pseudo-Riemannian metric admitting a closed null
1-form b is locally (whenever b # 0) given by

ds® = —2dudv + Hdu? + 2Wyduda® + hyedazdz®, (A1)

in coordinates (u,v,z%), a = 3,...,n, with b = du, where H, W, are smooth
functions, and where, for fized u and v, hgy is a pseudo-Riemannian metric of
dimension n — 2.

Proof. First, we may pick coordinates (v,z?,...,2") around p adapted to b in
the sense that b = 0,, i.e. b* = 0]. At this point, the metric has the general
form a = aijd:vi ® dx?. The null character of b manifests as the fact that a;; =

179



Appendix A. Special Pseudo-Riemannian Metrics

ayy = 0 in these coordinates. Because b is closed and hence locally exact, we may
write, locally, b = du for some function u(v,z?,...,2"). Equivalently, b; = O;u.
Note also that d;u = b; = aijbj = aijé{ = a41. Since ay; = 0, it follows that
Oyt = O1u = 0. As b # 0 by assumption, there must be some ¢ > 2 such that
O;u = a;1 # 0 in a neighborhood of p. Order the coordinates 22, ..., 2" such
that this is true for i = 2, i.e. assume without loss of generality that as; # 0.
Next, define the map

z=(v,2% ..., 2") = % = (v,u(z?, ..., 2"), 2%, ... z"). (A.2)

Its Jacobian matrix and its inverse are given by

1 0 o ... 0
aNi 0 a1 az1 ... Qpi
0 0 o ... 1
1 0 0 0
o 0 1/as1 —asi/as1 ... api/ao
(J—l)z] _ aiﬁj —_10 0 1 0 , (A.4)
0 0 0 1

and since det J = as; # 0 this matrix is invertible, so x +— Z is a local diffeo-
morphism at p. It remains to find the form of the metric in the new coordinates.
We have

ok 9zt
ij = %%aw, ie. a=JTaj 1. (A.5)
Therefore we have
ann = (J ") 'a (T = ann =0, (A.6)
a1 = (J ) a (T =1, (A7)

a1p = (J_lT)liaij(J_l)jb = a12(—abl/a21) +a1=0, b=3,...,n. (A.S)

This shows that a = dijdfcidij = 2dudv + Hdu? + 2Wydudz® + hy.dabdac for
certain functions H, W,, hg, and hence after a redefinition v — —v we may
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A.2. Metrics admitting a parallel vector field

write the metric in the form
a = —2dudv + Hdu? 4+ 2Wpduda® + hpedzdat. (A.9)

It follows from the easily checked fact that det h = — det a # 0 that hgy is itself
a pseudo-Riemannian metric of dimension n — 2. ]

In matrix form, such a metric reads, schematically,

H -1 W,
g=1-1 0 0 (A.10)
We 0 hg
with inverse is given by
0 -1 0
gl=|-1 —H+hr*W, W, h*W, (A.11)
0 habWb hab
0 -1 0
=|-1 -H+W?2 we|, (A.12)
0 we hab

where h® is the inverse of hy, indices have been raised with h, and W? =
h®W,Wy. We note that the Christoffel symbols with upper index u have a
particularly simple form,

A.2 DMetrics admitting a parallel vector field

Next, we discuss pseudo-Riemannian metrics that admit a parallel (i.e. covari-
antly constant) vector field. Note that the existence of a parallel vector field is
equivalent to the existence of a parallel 1-form of the same causal character. We
distinguish the two cases that the 1-form is null, or that the 1-form is not null,
starting with the former. In this case, the resulting metric is called a CCNV'
metric or a pp-wave metric.

LCCNV stands for covariantly constant null vector.
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Appendix A. Special Pseudo-Riemannian Metrics

Proposition A.2.1. Any pseudo-Riemannian metric admitting a parallel null
1-form b; is locally (whenever b #0) given by

ds? = —2dudv + H(u, 2%)du? + 2W;(u, 22)dudz’ + hye(u, 2%)dz’da®,  (A.14)

in coordinates (u,v,z%), a = 3,...,n, with b = du, and where, for each fized u,
hpe is a pseudo-Riemannian metric of dimension n — 2. Conversely, du is null
and parallel with respect to any metric of the form (A.14).

Proof. 1t is easy to see that a 1-form is parallel if and only if it is closed and
satisfies the Killing equation. Hence b; is in particular closed and it follows from
Proposition A.1.1 that locally we may write

ds* = —2dudv + Hdu® + 2Wyduda® + hyedzbdz®, b= du. (A.15)

Computing V;b; explicitly in these coordinates, using the fact that b; = d;* and
g = —§% and gy, = 0, yields
1 8a,-j
2 Ov

Vib; = (A.16)
Since b; is parallel, all these components must vanish, and consequently all metric
functions must be independent of v. The converse statement that du is always
null and parallel is straightforward to check explicitly. O

If, on the other hand, the 1-form is not null, the metric decomposes locally as a
direct product of a flat 1-dimensional metric and an arbitrary (n—1)-dimensional
metric. In order to prove this we employ the Frobenius theorem.

Recall that a distribution is called involutive if it is closed under the Lie
bracket, and it is called completely integrable (we follow the terminology of e.g.
[55]) if it is spanned by a set of coordinate vector fields in some cubic chart.
The Frobenius theorem states that any involutive distribution is completely in-
tegrable. We will take this result for granted.

The following is a consequence of a more general result (see e.g. Appendix
C of [124]), but here we give a self-contained proof directly from the Frobenius
theorem. To ease the notation, coordinate labels will momentarily run from 0 to
n — 1 rather than 1 to n, even though the signature is not necessarily Lorentzian
but in principle arbitrary. Greek indices u, v, p, ... run from 0 to n — 1, whereas
Latin indices %, j, k,... run from 1 to n — 1.
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A.2. Metrics admitting a parallel vector field

Proposition A.2.2. Any pseudo-Riemannian metric admitting a nonnull (i.e.
|b]? # 0) parallel vector field b can locally be written as a product metric

ds? = +(dz?)? 4 hy;(2¥)dz'da?. (A.17)

where b = by da® with by = constant, and where hij is an (n — 1)-dimensional
pseudo-Riemannian metric.

Proof. We apply the Frobenius theorem twice. First to the distribution spanned
by b*, and then to the distribution orthogonal to b*. Since any vector commutes
with itself, it follows immediately that span{b} is involutive and hence completely
integrable, so there exist coordinates y* such that b = 9/9y°. We keep this
coordinate system in mind.

Next, consider the distribution D consisting of all vectors orthogonal to b*.
Note that since |b|?> # 0, by assumption, the orthogonal complement b of b
in T, M is an (n — 1)-dimensional linear subspace, and symbolically T, M =
span{b} @ b*. Hence D is an (n — 1)-dimensional distribution. Now let v,w €
D. Then, by torsion-freeness, we have [v,w] = V,w — Vv, and by metric-
compatibility, Vg = 0, we have ¢g(V,w,b) = —g(w,V,b) and g(V,v,b) =
g(v, V). Hence, since b is parallel we see that

g([v,w],b) = g(vvw7b) _g(vwvvb) (A'18)
= —g(w, Vyb) + g(v, Vyb) (A.19)
=0. (A.20)

This shows that [v,w] € D and hence D is involutive. By the Forbenius theo-
rem, the (n — 1)-dimensional distribution D is therefore completely integrable,
that is, there exist local coordinates 2°,...,2" 1 such that D is spanned by
d/0z,...,0/0:"L.

Now we combine the two coordinate systems y* and z*. Namely, we define
new coordinates z* by setting 2 = 2° and 2’ = ¢’ for i = 1,...,n — 1. This is
a valid coordinate transformation as long as the dx* are linearly independent.
To see that the latter is the case, suppose that at some point in M we have
cpdat =0, ie.

codz? = —¢;dyt. (A.21)

Then, by construction, we see that the LHS annihilates D = b, whereas the RHS
annihilates b. Hence the vector corresponding to this 1-form would be contained
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Appendix A. Special Pseudo-Riemannian Metrics

in both span(b) and b*. But, since |b|? # 0, we have span(b) N b+ = {0}, so it
follows that we must have ¢y = ¢; = 0. Hence z* are valid coordinates on M.

By construction, b is a multiple of 9/9z°. This is because b = 9/9y°, meaning
that dy®(b) = 0 for each i. Therefore dz*(b) = dy*(b) = 0.

Next, we will prove that in the x* coordinates, go; = 0. First notice that if
a 1-form w annihilates the orthogonal complement of b, i.e. if w(v) =0 for all v
satisfying g,,v"b” = 0, then we must have w = wodz?, which is clear from the
form of D in z*-coordinates. But we have dz® = dz° and hence it follows as well
that if a 1-form w annihilates the orthogonal complement of b then w = wqda?,
or equivalently w; = 0. We know, however, that w, = g,,,0” trivially annihilates
the orthogonal complement of b. This therefore implies that w; = g;,0¥ = 0.
Now recall that b* = °0y. It follows that w; = gio = 0, as claimed.

Since the cross terms in the metric vanish and b is a multiple of 9/9x°, we also
have b = bydz?. It then follows from the fact that b is closed that by = bg(z").

So far what we have shown is that the metric and 1-form have the form

ds? = goo(2")(dz®)? + g;;(x*)da’da?, b = bo(x°)dz” (A.22)

Next, we explicitly evaluate the equation Vb, = 0 in the new coordinates. The
ij-component shows that V;b; = —boF% = bogooaogij = 0, hence 9pg;; = 0. And
the Oi-component shows that Vb, = —bong = —bpg”9;g00 = 0, hence 9;g0y =
0. From the latter it follows that we can do a final coordinate transformation
2% — 7Y such that dz° = \/]goo(«?)[dx®. Then, after dropping the bar over x°,
the metric attains the form

ds? = +(dz)? + g;;(z*)da’da?. (A.23)

Then F80 = 0 and hence Voby = dpbg = 0 implies that by = const. Finally,
since det g, = *detg;j, the (n — 1)-dimensional metric g;; is nondegenerate
and hence pseudo-Riemannian. This completes the proof. O

Corollary A.2.3. In 4 spacetime dimensions, the only vacuum solution to Fin-
stein’s field equations admitting a nonnull parallel vector field or 1-form is (lo-
cally) flat Minkowski spacetime.

Proof. Let g, be such a metric. By Proposition A.2.2, it can be written locally
as

ds? = £(dz")? + hyj(2F)da'da?. (A.24)
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A.3. Some properties of the pp-wave metric

It is a simple exercise to show that the Ricci curvature decomposes as
Rop = Ry; = 0, Rij = RZ’]’, (A.25)

where R,-j is the Ricci tensor of h;;. If g, is a vacuum to Einstein’s field equa-
tions, R, = 0, it therefore follows that Rij = 0 and h;; is Ricci-flat. However, in
three dimensions it is a standard result that any Ricci-flat pseudo-Riemannian
metric is flat, which follows from the Ricci-decomposition of the Riemann tensor
because the Weyl tensor vanishes identically. Hence h;; is flat. As the direct
product of two flat pseudo-Riemannian manifolds, g, is itself flat. O

See also [79, §35.1.1] for an alternative argument and related results.

A.3 Some properties of the pp-wave metric

Consider the pp-wave metric (A.14) in 4 spacetime dimensions,
ds? = —2dudv + H (u, 2%)du? + 2Wy(u, z%)dudz’ + hye(u, 2%)dz’dz®,  (A.26)

a,b,c,--- = 1,2. Under the assumption that this is a vacuum solution to Ein-
stein’s field equations, i.e. that the metric is Ricci-flat, it follows from the results
in [86] (see also section 24.5 in [79]) that the functions W, can be transformed
away and hg, can be transformed into d,;, by means of an appropriate coordinate
transformation”. Such a vacuum pp-wave metric can thus be written in standard
form

ds? = —2dudv + H (u, z, y)du? + dz? + dy?. (A.27)

Then the only nonvanishing component of the Ricci tensor is R, = —%AH ,
where A = 92 + 85, which yields the following.

Proposition A.3.1. A pseudo-Riemannian metric in (1+3)D admitting a paral-
lel null 1-form is Ricci-flat, i.e. is a vacuum solution to Einstein’s field equation,
if and only if it can be written locally as

ds? = —2dudv + H(u, z,y)du? + dz?* + dy?, AH =0. (A.28)

2In [86], or rather its English translation [125], the term normal hyperbolic is used, which is
meant to indicate that the metric is of Lorentzian signature.
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APPENDIX B

A Basic Linearity Result

The aim of this appendix is to prove a basic result, Lemma B.0.2, concerning
linearity and constancy of certain functions on R", used in Theorem 5.3.12 and
Theorem D.2.2. In what follows, f and g will be real-valued functions an open
subset of R™. Moreover, to prevent confusion, we stress that indices ¢, j, k,... in
expressions like ¢ will always be indices, not powers, i.e. 22 denotes the second
component of the vector x € R™.

Lemma B.0.1. If the function x v f(x)x® is affine for each i, i.e. f(x)x’ =
c};azk +d', on an open subset U C R™ with n > 2 such that 0 ¢ U, then f(x) is
constant on U.

Proof. Multiplying f(z)z® = ciz* + d* with 27 and f(z)2? = c*zxk + & with 2
shows that for all ¢, j we must have

ciakal +dial = c,ixkx’ +d (B.1)
which implies that
d'z) = dz', kel = c,la;k:c’ (B.2)

The first equation implies (e.g. by differentiation) that d° = 0 for each i. The
second equation can be written as

cié{xkxl = c,iékaxl, (B.3)
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Appendix B. A Basic Linearity Result

and hence, by differentiating twice, we obtain that
o] + ol = ot + ¢l o (B.4)

Taking any i # j = k = [ (this is where the assumption n > 2 is needed) this

reduces to 2¢; = 0. Hence the matrix of coefficients cé- must be diagonal. Next,

taking any i = k # | = j, the equation reduces to ¢! = c; (no summation).

Hence ¢} = --- = ¢ = ¢. Substituting this in the original assumption that
f(z)z® = cia® + d yields f(z)x® = ca’ and hence, since z # 0 on U, this implies
that f(z) = c is constant. O

Lemma B.0.2. If g is differentiable on an open subset U C R™ withn > 3 and if
the function z — f(x)b’ + g(x)a’ is linear for each i, i.e. f(x)b'+g(x)x" = cla’,
then f(x) is linear and g(x) is constant.

Proof. Consider b® and z* as the components of two vectors b and 7 in R” and
pick a basis such that b = (1,0...,0) in that basis. The assumption that f(z)b'+
g(z)z" is linear then splits into two, namely:

(a) f(x) + g(z)z is linear;

(b) g(x)x® is linear for all 4 > 1.

Writing # = (2!, z), condition (b) implies that, for any z! and any i =1,...,n—
1, the map
. . . . . nil . .
R 5z g(xt, 2)2" = g(x)z'™! = c}"'lmj =yt + Z c}illij (B.5)
j=1

is affine on the open set U, = {z € R*" : (z},29) € U}. Hence, by
Lemma B.0.1, this map is constant on U,1 \ {0}, but this implies, by continuity,
that the map is constant on U,1. This means that g(x) can only depend on !,
i.e. we may write g(x) = h(z'). Now consider the specific case of i = 2. Accord-
ing to (b) and the result just obtained, h(x!)x? is linear, that is, we can write
h(z')z? = cjzacj. Differentiation with respect to #2 then shows that h(z!) = ¢ =
constant, and hence g(x) = constant. Plugging this into (a) immediately implies
that f(z) is linear, completing the proof. O
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APPENDIX C

Determinant of an Indefinite («, 3)-Metric

Here we derive the formula (see (C.14) below) for the determinant of a not nec-
essarily positive definite (o, #)-metric. This formula, which appeared originally
in [H5], is a generalization of a well-known result for positive definite (v, 3)-
metrics, and the proof is not substantially different from the positive definite
analog. We consider Finsler metrics of the form F = «a¢(s), where s = §/a,
a = /[A] = \/|ai;y'yi|, A = a;jy'y’ = sgn(A)a?, and where a;; is assumed to be
a pseudo-Riemannian metric, i.e. not necessarily Riemannian/positive definite.

In complete analogy with the positive definite case, it can be shown by direct
calculation that the fundamental tensor g;; = %515]-F 2 is given by

9ij = sgn(A)paij + pobibj + p1(bicj + aibj) + paaiay, (C.1)

where we have defined «; = a;;37 /ar, and with coefficients given by

p=o(¢—s¢), (C.2)
po = ¢¢" + ¢'¢, (C.3)
p1 = —(spo — ') = — [s(¢p8" + ¢'¢') — ¢¢'] , (C.4)
p2 = —sp1 = s [s(¢p0" + ¢'¢') — o¢'] . (C.5)

The only difference here with the positive definite case is the factor sign(A)
appearing in the first term in (C.1). Denoting dim M = n, we can write this in
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matrix notation as
g=sgn(A)p (a + UWVT) , (C.6)

in terms of the three matrices

_ sen(4)

w ]I4><47 U= (ga 67 0_27 &)7 V= (poga p1&7 plg? pQO_Z) (07)

Note that U and V are both n x 4 matrices and W is a 4 x 4 matrix. It is a
well-known result (one of the matrix determinant lemmas, see e.g. [117]) that
if a is an invertible matrix (which it is in our case) then the determinant of the
expression in brackets in (C.6) is equal to

det (a+UWVT) = det (Lixa + WVTa"'U) deta. (C.8)
It follows that

det g = sgn(A)"p" det (H4X4 + WVTa_lU) det a. (C.9)

The matrix product WV7Ta U = %VTCLAU can be evaluated by explicit
computation and reads

b]%p0 6?00 €espo espo

T €| esp esp ep ep
WVRamU=20 2oy 16201 espr espr | (C.10)

€SP €SPy €pa  €p2

where we have written € = sgn(A). Hence we obtain

b20 [bp0 espo espo
€SP €SP €p €p

11
bp1 [b]*p1 espr espr 4y
€Spz  €Sp2  €p2 €P2
elbPpo elb2p0 o0 spo
sp Sp P P

C.12
elblPp1r elbp1 spr spr R
5p2 SP2 P2 P2
= " (p — 5¢)" 2 — 59 + (€[b]? — s%)¢") det ajj. (C.13)

detg = "p" detadet | Tynq + €
P

1
=¢e"p"detadet | Iyxqg + ;

Some useful identities that we have used are: a; = sgn(A)y;/a so that ool =
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sgn(A) and a;b° = sgn(A)s. We conclude that

det g = ¢" (¢ — s¢')" (¢ — s¢' + (sgn(A)[b]* — s%)¢") det a.

(C.14)

In the case that « is positive definite, sign(A) = 1 everywhere, so the formula

reduces to the standard result (see e.g. [110]).
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APPENDIX D

Additional Proofs

D.1 Metric-compatibility of a nonlinear connection

Proposition D.1.1. Let (M, L) be a Finsler space and N a torsion-free, homo-
geneous nonlinear connection on M. TFAE:

(i) 6:;L =0,

(ii) Vpgi; = 0.

Proof. The implication (i) = (i7) can be checked explicitly using the expression
(2.23) for the canonical connection. In terms of the spray

GF=g"G;, Gy =% (y"Omd; L - O5L), (D.1)

we simply have Nz-k = %@Gk, by the fundamental lemma of Finsler geometry.
We need to show that

Vogi; = y"0kgi; — NFge; — Njgax = 0. (D.2)
To that end, consider the fact that we can write

NFgii=30i (gnge) Ghj =% (5201' +gkj5ig£kG£> =1 (@Gj —57;9ijk) . (D.3)
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By noting that the two individual terms can be written as
0,Gj = 00 L + y"Omgij,  G"=NEy™,
where the second one follows from Euler’s theorem, it follows that
Nfgij = (8[1'8_]'][/ + Y™ Omgij — ymN]%éigkj>
(%@}L + Y™ Omgi; — ymeZékgij)
(O[iéﬂL + ymémg¢j> )

NI= NI= N

It thus follows that
NFgrj + NFgiw = v 0rgij,

which gives the desired result, proving the first implication.
Conversely, to prove that (ii) = (i), note that we have

YL = VoL =V, (g'y") = Vogiy'y,
since V,y* = 0. So V, g;j implies 0 = y'8; L, which means also that

0= 5]' (yZ(SlL) = (5]'[/ + yiéjéiL.

(D.10)

Thus it suffices to show that y’9;6;L = 0. Since [9;,6;] = —0; NFOj, we have

¥ 0;0;L = y'6,;0;L — y'0; NFO, L
= y'6,0;L — y' O;N;Ox L — ' T";;0, L
= y'6,0;L — NJO,L — y'T";;0,L
=V, (OL) — y'T*; 0L
=V, (29jkyk) —y'T*;0,L
= —yiTkijékL
= —2T};y'y"

where in the second line we used the definition of the torsion tensor, in the third

line we used homogeneity of NZ-’},

in the fourth line we used the definition of V,,,

then we expressed @-L in terms of g;;, and finally in the last line we used the
Leibniz rule for V, and the fact that V,y* = 0 and V, gjr = 0. Combining this
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D.2. Generality of generalized m-Kropina metrics

with what we found above, we conclude that if Vg = 0 then
§;L = y'T" ;0L (D.18)

and hence if additionally the torsion of V,, vanishes then we must indeed have
0;L = 0. O

D.2 Generality of generalized m-Kropina metrics

Theorem 5.3.12 assumes that ¢’ # 0 on A. Here we generalize the theorem to
the case where no such condition is presupposed. In what follows, we will denote
by s both the function s : (z,y) — B(x,y)/a(x,y) as well as the function values
s € R. So we will write, for instance, that s € s(U) if the value s lies in the
image of the set U under the function s. We start with a stronger version of
Lemma 5.3.11, where the assumption that U is connected is omitted.

Lemma D.2.1. Suppose that b; is nowhere vanishing. If U C A is open then
the image s(U) is a union of intervals that each have nonempty interior, and

s(U) C s(U)2\ C for any finite set C.

Proof. Since U is an open subset of the manifold T'M, it is itself a manifold
and hence it is locally connected. As a result, we may write U = U;U; where
each Uj; is open and connected. By Lemma 5.3.11, each s(U;) is an interval with
nonempty interior, and we have s(U;) C s(U;)? \ C for each i. Hence

s(U) = Uss(Us) € Uis(U)0\ C € Ups(Th)0\ C C (Uss(U)°\ € (D.19)
= (s(U;U)°\ C = s(U)0\ C, (D-20)

as desired. 0

As a result, if some ODE for ¢(s) is satisfied for all s € s(U) \ C, where U C A
is some open set and C' a finite set, then the ODE may be solved (explicitly) on
the open set s(U)° \ C using standard methods, and this uniquely determines ¢
on all of s(U) by continuous extension. The following result is the generalization
Theorem 5.3.12 that we alluded to.

Theorem D.2.2. Let F = a¢(f/a) be a properly Finslerian («, 5)-metric with
dim M > 2. Suppose furthermore that A is connected. Then TFAE:
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1) Fis Berwald and there exist nowhere vanishing A, p,o € C°(M) such that
p

ki = Mkbb, + p (b} + bjoF ) + obFay; (D.21)

(ii) B is closed and there are monvanishing constants c,d,m and a nowhere
vanishing p € C*°(M) such that

o(s) =+s ™(c+ d82)(m+1)/2 (D.22)
Vib; = p{emlbPai; + [e(1 —m) + edfb?| bib, } (D.23)

In that case p = —0 = —cmp and A = edp.

Proof. Assuming (i7) then, according to Proposition 5.3.9, F' is Berwald and the
affine connection is given by (5.40) and from this we infer that TZ; is clearly of
the form (D.21) with A = edp and p = —0 = —cmp. Hence (ii) implies (7). We
will split the proof that (i) implies (i7) over the two lemmas below. Hence, with
these lemmas, the proof of the theorem is complete. ]

Denote B = {¢/ = 0} € A and A = A\ BY. There are two cases that we will
distinguish. Either B = () or BY # (). Each of the two cases gets its own lemma.

Lemma D.2.3. Theorem D.2.2 holds under the additional assumption that B =
0.

Proof. It suffices to show that (i) implies (ii). The Berwald condition (5.11)
must be satisfied on A with TZI; given by (D.21), in which case this condition
reduces to
J 2 2 e 2

Y’ Vibj = \|b|"Bb;+2pBb;+0|b| y#;()\ﬂ bi+P(5yi+Abi)+05yz‘)a (D.24)
where 1) = ¢/¢' — s. We can write this also as

; € €

yVib;— (Nbf b 2080 olby:) = < (A5 +4) i+ 2 (o) By, (D.25)

where we have collected all manifestly linear terms on the LHS and grouped the
RHS by a b; term and a y; term. Since the LHS is linear, the RHS must be so
as well, and in fact, by Lemma B.0.2 this can only be achieved if both terms on
the RHS are linear, i.e. if % (p+ o) B is independent of y and if % (A% + pA)
is linear. Since A = 0 is excluded, by definition, from A and since A has only
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a single connected component, by assumption, A must be contained in one of
the open sets A > 0 or A < 0. And that, in particular, implies that ¢ = sgn(A)
is just a constant on 4. Thus we need % (p+ o) B to be independent of y and
% (AB? + pA) to be linear.

Step 1) Claim: p= —0¢

First we consider the y; term, which is linear in y iff ¢ (p + o) 5/« = is indepen-
dent of y. The only way this can be true, assuming F' is properly Finslerian, is if
p = —o. To see this, suppose that p # —o. Then we must have ¥3/a = 1ps =: ¢
where £ is a priori a function of x, but since the LHS depends only on s, ¢ must
actually be constant. Hence o) = ¢/¢/ — s = {/s for all (z,y) € A with s # 0.
As a differential equation in the variable s this must hold for all s € s(A) \ {0}.
Since A is open and connected, we can apply Lemma D.2.1 and its consequences:
we can integrate the differential equation for ¢(s) on the interior of s(.A) \ {0}
and then extend the solution by continuity to all of s(A), i.e. for all relevant
values of s. Moreover, since B is assumed to have empty interior, A is dense
in A. Hence, by continuity, s(A) is dense in s(A). This means that ¢ can be
obtained for all values of s by continuous extension.

We will now apply this scheme. Assuming wlog that ¢ # 0 (for otherwise
¢ —s¢/ = 0 and detg;; = 0, by (C.14)) we find In|¢| = [(s4+1¢/s)"tds =
In(|e(¢ + s?)])/2, where c is an integration constant (that may, at this stage,
be different on each connected component). Then ¢ = \/c(¢ + s?) for s in the
interior of s(A) \ {0}, and by the argument given above this must be the form
of ¢ for all values of 5. Hence F? = a?¢? = c(fa? + 3?) is pseudo-Riemannian.
This is excluded in the premise of the theorem and hence it is a contradiction,
so we must indeed have p = —o.

Step 2) Deriving an ODE in s

Next, we consider the b; term, setting ¢ = —p. This term is linear iff the
coefficient of b; is linear, which is the case iff
8:0; V (A% + pA)] =0. (D.26)
Q@
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For the first derivative, we have

b; [i’ (A3 + pA)} = ‘”'g"* (A8 + pA) — % a (A% + pA)

+ % (2AB8b; + 2py;) (D.27)
- 2”[2 (bi - ij) (A8% + pA) — “ﬁyz (A8 + pA)

+ i (2)\551‘ + 2py;) (D-28)
= % [— (ﬁj/ ¢> (/\62 + pA) + 2apw}

+ {b; terms}, (D.29)

where we have used the identities

3 €Yi 5 1 5%)
i = —, 5=\ ) D.
Oiav 0is (b (D.30)

and separated the y; and the b; parts, the latter of which are irrelevant. The
reason for this is the following. By inspecting the situation (or working it out
exactly) it is clear that the second derivative in (D.26) will be of the form fa;; +
ghij, where f,g are functions and h;; is a linear combination of b;b;, b;y;, y;b;
and y;y;. Hence h;; has at most rank 2, which is strictly less than the rank of
a;j. That means that (D.26), i.e. the equation fa;; + gh;; = 0, can only hold
if f = 0, for otherwise we could write a;; = (g/f)hi; and a;; and h;; would
have the same rank. It turns out that it suffices for what we aim to prove to
consider this coefficient f, as we will see shortly. Differentiation of the b; terms in
(D.29), however, will never yield terms proportional to a;;. In fact, the only way
we get terms proportional to a;; is by directly differentiating y; in (D.29). No
other terms resulting from the product rule are proportional to a;; either. This
simplifies this calculation enormously because it means that in order to get the
a;j-coefficient f from (D.29) we effectively need only replace y; by its derivative
@-yi = a;j to obtain

8:0; [z (A% + pA)} = (D.31)

S [— (ﬁj/ + 65) (AﬁQ + pA) - 20491/1] aij +ghij.  (D.32)
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As we argued above, the vanishing of this implies that we must have

0= é {— (ﬁj/ + 65) ()\62 + pA) + 20zp74 (D.33)
_ (;‘@ + Zﬁ) (A8 + p4) + 20 (D.34)
= —e (50 + ) (\s” + pe) + 200, (D.35)

or, after rewriting,
v n—st
b s(st )]
As before, since the LHS depends only on s, the RHS should also not depend

on z explicitly, which implies that 7, which is a priori a function on M, should
actually be a constant. Hence (D.36) is an ODE for ¥ (s).

n=ep/A (D.36)

Step 3) Solving the ODE to obtain ¢(s)
In analogy with how we solved the differential equation for ¢ earlier in this proof,
this one is solved uniquely by

cS

= D.37
for all s € s(A) \ {/=7, —/—n}, where ¢ is an integration constant. We find ¢

on K° via 1) = ¢/¢' — s. This can now be written as

¢ ( s >_1 ds®> —cm
—_— = _— + S = —_—a
10} s2+n ds® + cs

where we have introduced an arbitrary constant d and defined ¢ = d(¢ + 7)) and
m = —dn/c = —n/(n + ¢). This is uniquely solved by

(D.38)

d(s) = ds ™ (c + ds?)mHD/2) (D.39)

for s € s(A) \ {\/=1, —/—7}, where we may absorb the integration constant d
(up to sign) into ¢ and d. Hence ¢ attains the desired form

B(s) = 257" (c + ds?) M/ (D.40)

for all s € s(A)\ {v/=7, —v/—7}. Once again, by Lemma D.2.1 and the fact that
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A is dense in A, we can again extend the solution by continuity to all relevant
values of s. In other words, ¢ has the form (D.40) for all relevant values of s, as
desired. In principle, the constants c¢,d, m and the sign + could have different
values on different connected components of s(.A), but since A is assumed to
be connected, s(.A) is also connected and hence the constants and the sign are
actually fixed over all of s(A).

Step 4) The condition on V;b;
Finally we substitute the form (D.37) of ¢ and the relation between p,o and A
into the Berwald condition (D.25), leading to

y/Viby = (AbBbi + 208bi + o[y, ) + excBb;, (D.41)

from which we can infer by differentiation that for V;b; is symmetric under ¢ <+ j.
This implies that the 1-form S is closed and hence, by Proposition 5.3.9, that
the desired Berwald condition holds. This completes the proof. O

Remark D.2.4. As a consistency check for step 4 of the proof, we may also
derive the desired Berwald condition directly from (D.41). For this, we note
that the definitions of ¢ and m in terms of ¢ and n above may be inverted as
¢=c(l+m)/d and n = —mc/d. Using also the relations between X, p, o, we find
that (D.25) turns into

y/Vib; = (Alb[2Bb; +28b; + olbf2y;) + eACBb; (D.42)
1
= (AIB2Bb + 2en\Bbi — enAbl*y:) + EAW5bi (D.43)
i 1
— ) (|b|2 + 2en + ec(d+m)> 8b; — en\by%ﬁ] (D.44)
: 2 1
) (|b|2 _ Zeme el m)> 8b; + 6mc|b|2yz} (D.45)
i d d d
_ ) (|b|2 r<a- m)) Bbi — e_?c|b|2yi] , (D.46)
from which we can infer by differentiation that
A
Vibj = % {[edIb? + ¢ (1 = m)| bib; +melpl?a;; } (D.47)

which is precisely (D.23) if we identify p = e\/d.
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Lemma D.2.5. Theorem D.2.2 holds under the additional assumption that B® #
0.

Proof. Again, it suffices to prove that (i) implies (7). Most of the proof of the
previous lemma is still valid. In particular, the conclusion that ¢ must be of the
form

B(s) = £5 (e + ds?) /2 (D.48)

still holds on s(A). The difference is that A is currently not dense in .A and so
we cannot extend this by continuity to all of s(.4). However, since we defined
B={¢ =0} Cc Aand A = A\ BY, where we will agree that the closure is
taken, by definition, in A, we have

A=AUBY, s(A) = s(A) U s(BY), (D.49)

S0 it remains to see what happens for s € s(ﬁ). First, on s(BY), we have ¢' = 0,
by definition. By Lemma D.2.1 and the remark right below it, this implies that

o(s) =k (D.50)

for all s € s(BY). Thus what we have shown is that for all s in s(A), ¢ is given
by either by (D.48) or by (D.50). Note that s(.A) is an interval because A is
connected and ¢ assumed continuous, even smooth. Moreover, by Lemma D.2.1,
both s(B°) and s(A) are a union of intervals with nonempty interior. We want
to prove that (D.48) holds everywhere. Suppose not. Consider the interface
between an interval on which (D.48) is satisfied and an interval on which (D.50)
is satisfied. ¢ is assumed to be smooth on this interface. That means that all
derivatives of (D.48) must tend to zero (which are the derivatives of (D.50)) if s
tends to this interface. However, one can check that there are no values of s for
which all derivatives of (D.48) tend to zero, except if em = 0, in which case F is
either degenerate (which would be a contradiction) or pseudo-Riemannian. But
that means that on every interval on which (D.48) is satisfied, F' must in fact be
pseudo-Riemannian. And that simply means that F' is pseudo-Riemannian as a
whole. This is a contradiction with our assumptions and therefore this completes
the proof. O
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