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Abstract
In recent years, the number of images up-
loaded into Online Social Networks (OSNs),
such as Facebook and Twitter has been grow-
ing, which presents challenges to Machine
Learning-based spam detector. Most cur-
rent detection models use text-based, statistic
info-based and graph-based features can eas-
ily be fooled by image-based spam. These
approaches do not have the ability to recog-
nize text embedded in images. Adversaries
take advantage of this issue to launch more
sophisticated attacks, such as evasion attacks.
Thus, this paper proposes an adversary-aware
model for detecting spam images in OSNs.
The proposed model adopted EAST (an Effi-
cient and Accurate Scene Text Detector) and
CRNN (Convolutional Recurrent Neural Net-
work) models for text detection/ recognition
tasks. After the text extraction step, a black-
list and white-list with Human-in-the-loop ap-
proach is applied for text classification task.
Although the technique used is simple, it is
adaptable and robust against adversarial text
attacks.

1 Introduction

The amount of information shared in OSNs has
continued to increase in recent years. One study
shows that the number of profiles on Facebook,
Twitter, and LinkedIn reached more than two bil-
lion in 2016 (Ala’M et al., 2017). Facebook, the
most popular OSN in the world, had 1.87 billion
monthly active users and 1.15 billion daily ac-
tive users during the period of January to Febru-
ary 2017 (Watcharenwong and Saikaew, 2017). A
study reported that over the course of one month,
Twitter has two million users sharing 8.3 million
tweets per hour (Mateen et al., 2017).

Unfortunately, the high popularity of these
OSNs has made them very attractive to malicious
users, or spammers. Spam is referred to as an
unsolicited message that is received from a ran-
dom sender with no relationship to the receiver.

These messages may contain malware, advertise-
ments, or URLs directing the recipients to mali-
cious websites (Barushka and Hajek, 2018). Al-
though spam is prevalent in all forms of online
communication (such as email and the web), re-
searchers and practitioners attention has increas-
ingly shifted to spam in OSNs, due to the growing
number of spammers and the possible negative ef-
fects on users (Barushka and Hajek, 2018) (Sed-
hai and Sun, 2015).

Moreover, current spam detectors that use text-
based, statistic info-based and even graph-based
features can easily be fooled by image-based
spam, where an adversary inserts text inside an
image. A recent survey conducted by (Wu et al.,
2018) presented the pros and cons of these detec-
tors and suggested of developing a comprehensive
model to improve detection performance. (Big-
gio et al., 2011) reported that although spam-based
images have been widely used in email since 2006,
no proper defence strategy has yet been devel-
oped. Spam images have been replaced by URL-
based spam, as the latter requires a lower email
size and is able to send more messages. However,
the volume of images being shared in OSNs has
been growing, partly due to the increase in net-
work bandwidth. Processing large numbers of im-
ages and the retrieval of textual content from im-
ages are challenges in OSNs. Although some of
the OSNs’ platforms, such as Twitter has provided
Muting options to enable users to block Tweets
contain particular words or hashtags, these Mut-
ing options can not block image-based spam. Fig-
ure 1 shows some examples of spam images found
in Twitter. Setting your Twitter account to mute
words, such as 18+, or MULTI MACA, will not
block the examples in Figure 1. Thus, a solution
that considers extracting text from images is there-
fore needed.

Recent work has developed an ML model that
uses Optical Character Recognition (OCR) to de-



Figure 1: Examples of image-based spam.

tect spam-based images on Facebook (Borisyuk
et al., 2018). According to (Smith, 2013) the num-
ber of images uploaded to Facebook is now in the
hundreds of millions. Spammers take advantage
of images on OSNs by inserting malicious content
into images to evade detection. One technology
that enables both handwritten and printed text to
be extracted from images is OCR. Although OCR
has shown some weakness in the past, seminal
work by (LeCun et al., 1995) and other advances
in deep learning for object recognition tasks (e.g.,
CTC, and ConvNet) has helped to overcome some
of these drawbacks (Graves et al., 2006) (Delakis
and Garcia, 2008). These works use DNNs as a
feature extractor, which allows use of variable-size
image inputs (Song and Shmatikov, 2018).

Common methodologies used in the litera-
ture for classifying text are based on Natural
Language Processing (NLP) techniques, such as
Word2vector and Bag-of-Word (BoW), or Multi-
layer perceptron (MLP). However, recent studies
have shown that these techniques are vulnerable
to malicious activities, enabling an adversary to
mislead deployed models. Adversaries can easily
fool NLP models by adding, removing or replac-
ing words (Samanta and Mehta, 2017). Also, as
cited in (Eger et al., 2019), the lack of robust-
ness to morphological variation or spelling mis-
takes can be exploited as a blind spot of NLP tech-
niques. These examples show the distinction be-
tween human and machine learning models. Hu-
man intervention is important to defend against
adversarial attacks.

Thus, this paper proposes a pipeline that uses
a deep learning approach for extracting text from
spam images. Then, a blacklist/ white-list ap-
proach with human assistance is applied for classi-
fying extracted words. Also, the proposed pipeline
is designed to detect new or modified words (ad-

versarial examples).
The remainder of this paper is structured as fol-

lows: Section 2 provides an overview of previ-
ous research on image spam detection. Section
3 describes the methodology used for detecting,
recognizing and classifying image spam in OSNs.
Experimentation and evaluation of the proposed
model is discussed in Section 4. The conclusion
and future works are presented in Section 5.

2 Related Works

There are two types of image spam detection:
an image content-based and characteristics-based.
The first type attempts to extract the text in a spam
image and then make detection decisions. Simi-
larly, it would follow the same process with non-
image spam. On the other hand, the second type
attempts to detect image spam based on the char-
acteristics of image files. This paper pursues the
first approach, but first, a revision of some relevant
related work for characteristics-based approaches
is going to be discussed. In (He et al., 2016) the
authors develop a comprehensive model for de-
tecting different types of spam in OSNs, includ-
ing spam image. The developed model can detect
images based on the following features: Colour
and Edge Directivity Descriptor (CEDD), Gabor
features, edge histograms and the Scale Invariant
Feature Transform (SIFT). Also, (Annadatha and
Stamp, 2018) proposed an approach for detecting
spam images based on a set of images characteris-
tics. The proposed approach extracts 21 features,
such as colour, edges, comp, noise, etc., for train-
ing a linear Supervised Victor Machines (SVM)
classifier. Two different datasets were used: a
standard dataset and an improved dataset (more
challenging). Although the prediction accuracy of
the standard dataset reaches 95, the model was not
capable of distinguishing between spam and non-
spam images accurately when applied to improved
dataset.

A recent study by (Borisyuk et al., 2018) de-
veloped an Optical Character Recognition (OCR)
system that detects and recognizes text in im-
ages uploaded to Facebook. The system, called
Rosetta, consists of two models: text detection
and text recognition. The text detection model
uses Fast-RCNN to perform word detection. It
detects the locations of words in an image and
produces words surrounded by bounding boxes.
Then, for each detected box, a fully-convolutional



model, referred to as CTC, is used to recognize
text. The recognition model predicts the most
likely character at each detected box in the image.
For experiments, different datasets were used; a
synthetic dataset was used for pre-training and
COCO-text, and human rated datasets were then
used for fine-tuning the models. The developed
models were implemented in Detectron, an open-
source software used for object detection research.
Also, (Yuan et al., 2019) developed a model called
Malena, which can detect different types of spam
including images carrying text, number, or QR
code in Chinese social networks (Baidu Tieba and
Sina Weibo). The authors use an off-the-shelf tool,
PixelLink (Deng et al., 2018) for detecting text in
images.

Attacks against text classification models have
been widely studied in the literatures. In (Li
et al., 2018) spaces between words are replaced
with special characters, such as hyphens or aster-
isks to fool word2vector models. Also, (Eger
et al., 2019) investigated the robustness of state-
of-the-art Deep Learning models against visual at-
tacks, in which an adversary exchanges some char-
acters with alternative visually similar ones (i.e.
V1agra). These attacks are common in OSNs as
they do not require any knowledge about the de-
ployed model, nor any linguistic knowledge or and
human understanding.

3 Methodology

The methodology used for building image spam
detector involves three independent steps: text de-
tection, recognition, and classification. In the first
step, text regions in the spam image are detected.
Second, the detected text regions are recognized
and saved as text file. In the last step, the recog-
nized words are classified as either spam or non-
spam. Figure 2 illustrates the architecture of the
overall model.

Figure 2: Overall model architecture. The model con-
sists of three steps: text detection based on EAST, word
recognition using CRNN, and a proposed text classifi-
cation step.

3.1 Text Detection Model

The model used for text localization is called
EAST (Efficient and Accurate Scene Text), as pro-
posed in (Zhou et al., 2017). The model has
been widely used in the literature (Long et al.,
2018) (Liao et al., 2018). The model consists
of a few stages, including a fully convolutional
network (FCN) and Non-maximum suppression
(NMS), unlike some of the existence models. The
FCN takes an image and produces multiple chan-
nels of text score map and geometry. One of the
predicted channels is a score map, and its pixel
values are [0,1]. The remaining channels belong
to geometries, which crop the word from the view
of each pixel. Two geometry shapes are used for
text regions: rotated box (RBOX) and quadrangle
(QUAD). After calculating the loss functions for
each, thresholding is applied to find the geome-
tries that have scored over the predefined thresh-
old. Those geometries are considered valid.

3.2 Text Recognition Model

An approach based on convolutional recurrent
neural networks (CRNN) proposed in (Shi et al.,
2017) was adopted. The CRNN model is a com-
bination of Deep Convolutional Neural Network
(DCNN) and Recurrent Neural Network (RNN).
The architecture of CRNN consists of three com-
ponents: Convolutional Layers, Recurrent Layers,
and Transcription Layer.

Convolutional layers are constructed to extract
sequential features from an input image. The input
image is divided into columns from left to right.
Each feature map column corresponds to a rect-
angular region of input image. Thus, each vec-
tor feature of a feature sequence is considered as a
descriptor of that rectangular region. Then, the re-
current network is used to make predictions for the
output of the convolutional layers, which is a set of
feature sequence frames. A label distribution for
each frame in the feature sequence x is predicted
by the recurrent layers. One of the advantages of
recurrent layers is that RNN can capture contex-
tual information within a feature sequence. As the
traditional RNN suffers from a vanishing gradient
problem, Long-Short Term Memory (LSTM) was
used. LSTM consists of memory cells to store the
past context, and input/output gates to store con-
text for a long period of time. The third component
of LSTM is forget gates, which are used to clear
the memory cell. A deep bidirectional LSTM,



which consists of forward and backward LSTMs,
was used. The transcript layer translates the per-
frame predictions of the recurrent layers into a la-
bel sequence. It finds the label sequence that has
the highest probability conditioned among the pre-
frame predictions. This layer uses Connectionist
Temporal Classification (CTC) for the conditional
probability task. The conditional probability of all
sequences is defined using the following equation
Eq. 1:

There are two transcription modes that can be
used: lexicon-free and lexicon-based transcripts.
In lexicon-free mode, the probability of sequences
that are calculated by using Eq. 1 are taken as the
predictions. However, in lexicon-based mode, the
results of Eq. 1 are associated with lexicon, which
is a spell-checking dictionary.

3.3 Text Classification Model
The text classification task consists of two steps:
text pre-processing and classification result. A
Natural Language Toolkit (NLTK) package was
used for text pre-processing. First, extracted text
from an image is steamed to convert words to their
base forms. Then, a simple approach is used to
classify the pre-processed text. As the output of
the text recognition is a set of words, a blacklist
of spam words is used. The blacklist used in this
paper was created in 2011 and is updated regu-
larly, it collected from Wordpress comments. Ad-
ditionally, the NLTK package was used to build a
whitelist on non-spam words, which helps to de-
tect a new word that might be used by an adver-
sary. Consequentially, if a spam word is detected,
the model will notify a user that this image is a
spam image, or if a new word that cannot be found
in neither the blacklist nor the whitelist is detected,
the new word will be sent to an admin for confor-
mation. The admin tasks are classifying new de-
tected words and updating the lists. A flowchart
for text classification process is illustrated in Fig-
ure 3.

4 Experiments

4.1 Models
A dataset of images with embedded text were col-
lected from Twitter trending hashtags and topics.
The collected images contain text with different

Figure 3: Text Classification Process.

fonts, sizes and language. The collected dataset
was used to choose the best text detection model.
Three text detection models, which are publicly
made available, were evaluated: EAST (Zhou
et al., 2017) Connectionist Text Proposal Network
(CTPN) (Tian et al., 2016) and You only look
once (YOLOv3) (Redmon and Farhadi, 2018).
Figure 4 shows the output of the three models
when using an OSNs image.

Figure 4: This figure shows the output of three text lo-
calization models: (a) EAST; (b) CTPN, (c) YOLOv3.

EAST was chosen for several reasons: it was
written in Keras, which is easy to read and run. It
can detect a single word unlike CTPN and Yolov3
models, which detects several words (see Figure
4). Detecting a single word is important as CTC
separates characters by blanks, so it cannot sepa-
rate words in a sentence. Also, detection time per
image was compared and EAST was found to be
the fastest among the three models (see Table 1).
Also, it has been reported in (Deng et al., 2018)
that EAST runs fast.

Images EAST CTPN YOLOv3
1 0.66 s 2.95 s 1.84 s
2 0.63 s 2.94 s 1.92 s
3 0.64 s 3.10 s 1.90 s
4 0.63 s 3.18 s 1.88 s
5 1.43 s 3.22 s 1.80 s

Table 1: Cost Time a model take per second.



4.2 Datasets

Different datasets were used for training and eval-
uating the proposed pipeline. A public dataset
built for ICDAR2017 Competition on Multi-
lingual scene text detection and script identifica-
tion (Nayef et al., 2017) was used for training
the text detection model. The dataset is a collec-
tion of natural scene images with embedded text.
It consists of 18,000 images containing text, such
as street signs, advertisement boards and shops
names, for 9 languages and symbols. This en-
ables it be used as a benchmark for testing algo-
rithms ability to distinguish different scripts in im-
ages. Although it does not match images found in
OSNs exactly, it resembles some of OSNs images
characteristics, such as languages, fonts, natural
scene backgrounds, and text locations and direc-
tions. OSNs images have a combination of the
following characteristics: variation of aspect ra-
tio, multi-oriented, curved text, variation of fonts,
and multilingual text. In addition, a dataset of im-
ages with embedded text was manually collected
and annotated from Twitter to fine-tune the model.

Several datasets were used for building the text
recognition model. The synthetic word dataset
was used for training the CRNN model (Jader-
berg et al., 2014). Also, a synthetic Arabic dataset
was created using a framework for generating syn-
thetic datasets that do not require human-labelling.
Cropped images with embedded Arabic words
were generated by using a list of 15 thousand
Arabic words.Moreover, A dataset created for IC-
DAR2017 competition on cropped word recogni-
tion was used. The dataset consists of 2000 sam-
ples with embedded English and Arabic text. Ad-
ditionally 1000 samples were collected from Twit-
ter.

For the text classification task, the Wordprees
comments dataset and SMS spam dataset built by
(Almeida et al., 2011) were used to create both the
blacklist and white-list. The Wordpress dataset
contains 36,000 phrases, patterns, and keywords.
The SMS spam dataset, which is commonly used
in literature for building spam detection models,
contains a set of 5,574 SMS massages classified
as spam or ham. The list of spam words was used
as a blacklist, while Ham messages corpus was ex-
tracted to build the white-list. Both lists will be up-
dated regularly as spam words used in OSNs might
be different.

4.3 Training
Some recent studies proposed End-to-End OCR
models that use a single dataest for training both
text localization and recognition. However, in this
paperer, the pipeline is trained in a two-step fash-
ion, where each part of the pipeline is trained sepa-
rately. A two-step process model has some advan-
tages, including the ability to update a single part
of the model when it is needed. Most importantly,
this process ensures that if part of the model is
been compromised, other pats of the model would
not be affected.

Text localization model. The adopted EAST
model uses AdamW (Loshchilov and Hutter,
2019) optimizer, to speed up learning process.
Also, the adopted EAST model uses ResNet-50
(He et al., 2016) as a backbone instead of PVANet
as used in the original structure of the EAST
model. A pre-trained model, trained on ICDAR
2013 and 2015 benchmarked datasets, was used.
The pre-trained model achieved an 0.802 F-score
on ICDAR 2015 test dataset. ICDAR 2017 and
the developed Twitter datasets were used for fine-
tuning the model. Detection accuracy results are
discussed in the following sections.

Text recognition model. A combination of syn-
thetic and cropped images with embedded English
and Arabic text were used for training and evalu-
ating the model. 7,493,000 training and 943,740
validation samples were used to build a new text
recognition model. The model was trained for 25
epochs and it achieves 0.83 accuracy on the vali-
dation dataset.

4.4 Evaluations and Results
Results of the text localization and text recognition
models were evaluated separately. Different met-
rics were used for evaluating the models. Metrics
used for evaluation were adopted from (Karatzas
et al., 2015).

Text localization model. First a dataset of im-
ages with embedded text was collected from Twit-
ter to test the text localization model as there is not
an OSNs benchmarked dataset. 300 images with
embaded text were collected from Twitter, and the
dataset were split into 200 training, 50 validation
and 50 test images. ICDAR 2013 + 2015, ICDAR
2017, and Twitter datasets were used to train the
text localization model. After that, the three mod-
els were tested by using Twitter test dataset. Table



2 shows the evaluation results of the three mod-
els that trained on different datasets. The model
fine-tuned by 200 OSNs dataset shows an overall
improvement in the performance of the detection
better than the other two models.

Metrics used for evaluating the models are: Pre-
cision, Recall, and F-measure (F1 score), that is
the harmonic mean of precision and recall. These
metrics were defined in the ICDAR 2013-2015
challenge. After annotating the test dataset col-
lected from Twitter, the ground truth were com-
pared with the result of each model.

No. Model precision recall hmean
1 ICDAR 2013 + 2015 0.65 0.60 0.62
2 ICDAR 2017 0.78 0.65 0.71
3 ICDAR 2017 + Twitter 0.79 0.68 0.73

Table 2: Evaluation of the text localization model us-
ing models trained on three different datasets.

Text recognition model. The dataset collected
form Twitter to test the text localization model was
cropped to be used for evaluating the text recog-
nition model. The total number of samples used
to test the model is 120 images with embedded
Arabic and English text. The performance of the
model in recognizing Arabic and English text were
compered. Table 3 presents the results of the text
recognition model using Twitter test dataset.

The code adopted for evaluating the model were
built by (Karatzas et al., 2015) in Incidental Scene
Text 2015 competition. The metrics used for eval-
uation are: (CRW) Correctly Recognized Words,
and (TED) Total Edit distance. Table 3 shows the
CRW for English samples is higher than the Ara-
bic one, which means that the model can recog-
nize English text better than Arabic text. One of
the reasons is that the number and quality of En-
glish language samples used for training the model
is higher than the Arabic ones.

No. Language No. of Samples TED CRW
1 Arabic 102 166.0 0.460
2 English 49 51.0 0.571
3 Arabic + English 121 199.0 0.305

Table 3: Evaluation of the text recognition model using
Twitter test dataset.

Text classification model. As this model is
highly dependent on the output of the text local-
ization/recognition models, no evaluation has been

carried out for this model. The model uses black
and White lists that updated whenever a new word
is detected. Thus, the detection accuracy of the
text localization/recognition is crucial.

Ethical issue. Images collected from Twitter
were posted by users in trending hashtags. Users
account from which these images were collected
have not been analysis in this research. Thus,
this paper is not Involving Human Subjects. Also,
some examples for images collected from Twitter
were presented in this paper to help the readers un-
derstanding the problem that this paper is trying to
solve.

4.5 Discussion

The evaluations and results section shows that the
overall performance of the pipeline need to be im-
proved. Although the text localization part of the
pipeline achieves 0.73 detection accuracy on Twit-
ter dataset, the performance of text recognition
part of the pipeline need to be improved. More
Arabic samples need to be collected to improve the
text recognition model. Also, one of the issues that
has been found when building model for recogniz-
ing Arabic and English text is that the model mis-
takenly recognize some Arabic letters that have
shapes close to some English letters’ shape.

Recent studies have shown when deploying DL-
based model for security application, they become
vulnerable to different adversarial attacks. Conse-
quently, two security countermeasures were taken
into account when designing the proposed ap-
proach. First, the pipeline is trained in a two-step
fashion,where each part of the model is trained
separately. Unlike end-to-end models that use a
single training dataset to train the model. This
training process will ensure that if part of the
model is attacked, the other parts would not be
affected. Also, the model robustness against ad-
versarial text attacks, where adversaries modify
spam words to avoid detection was considered.
A blacklist/ whitelist with Human-in-the-loop ap-
proach was proposed to detect modified or crafted
words (adversarial examples).

Moreover, the proposed text classification
model can be used for several purposes. For ex-
ample, it can be used for training text recognition
models. New or modified words can be used to
update the CRNN and enable it to recognize new
words. Also, it can be used as a defence method
against one of the adversaries attack, in which an



adversary contaminates training data to cause mis-
classification (causative attack). The proposed ap-
proach can be used to filter out contaminated sam-
ples that may be injected into the collected data
for training ML models. Additionally, the pro-
posed model can be used as either a Server-based
or Client-based filter. Moreover, the proposed ap-
proach ensures that the deployed detection model
is evolving and updated regularly, which is a very
important defence strategy against adversaries.

5 Conclusion and Future work

An approach for detecting spam images in OSNs
through localizing and recognizing text embed-
ded in an image was presented. Text detection
and recognition models that are commonly used
in the literature were adopted, and a new method
for classifying extracted text from images was pro-
posed. The proposed semi-automated model was
designed to be robust against adversarial text at-
tacks.

In terms of limitations and future works, a cou-
ple of points need to be improved in the text de-
tection model, such as detecting the maximum text
size and detecting differently oriented text. Also,
recognizing multiple language text is an area that
needs to be improve in this model. As the text clas-
sification model proposed in this paper is based
on blacklist, it may classify non-spam massages as
spam (false positive) due to finding a spam word
regardless of message context. A possible solu-
tion for this drawback could be examine another
characteristic of a spam massage along with the
appearance of spam words in the image. For ex-
ample, if a single spam word is detected in an
image, account features (e.g. number of friends,
or account reputation) and the messages content
features (e.g. number of hashtags, or number of
words) need to be checked. Another possible solu-
tion is to notify users by hiding the spam massage
and show the detected spam or modified word, so
the user can make the judgment. However, future
work will be focused on improving the text classi-
fication part of the model.
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