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Preface

After two years of being fully online, due to the COVID-19 pandemic, the fourth annual Conference
for Truth and Trust Online (TTO), took place in a hybrid mode: in person, at the Boston University, in
Boston (Massachusetts), and online, on October 12-14, 2022. This was the first time that TTO experi-
mented with such a model, which presented a new set of challenges for organizers accustomed to either
fully in person or fully online events.

TTO’s mission is clear in its name: making progress toward an online world that is truthful and
trustworthy. To realize this mission, TTO provides a unique forum for individuals from academia, indus-
try, non-profit organizations, community organizers, and other stakeholders to come together to discuss
the problems surrounding participation in online platforms with respect to truth and trust, together with
socio-technical approaches for understanding and addressing them.

All these stakeholders bring different perspectives, which taken altogether, contribute to deepening
our collective knowledge on truth and trust online. People in the frontlines, such as NGO staff, com-
munity organizers, and public servants share the problems they encounter while navigating the online
ecosystem and discuss the impact of policies by governments and platforms, intended to increase online
safety and health. Academics introduce new algorithms for automating fact-checking or new insights into
how certain phenomena surrounding truth and trust occur in the wild. Industry representatives discuss
the challenges of scaling automated solutions or thwarting adversarial attacks on the platforms. Listening
to one another enhances how each group can approach their daily tasks.

To facilitate this multifaceted communication, the conference provides different kinds of sessions:
new research published for the first time at TTO, invited panels with experts from different paths, demo
sessions for new tools, and talks that summarize lessons learned. In putting together the program for the
conference, we also strived to build in time for in-person interactions that will lead to new collaborations.
One such session happened in the morning of October 13, in a workshop led by Dr. Jo Lukito (UT
Austin), that brought together people interested in global mis/dis-information and approaches to address
it in geographical areas that are underrepresented in our research community, also known as the Global
South.

The Call for Contributions to the conference, as in the past three iterations, invited contributions of
two kinds: (1) technical papers that have not been published elsewhere; and (2) talk proposals that either
summarize already published research for the purposes of further dissemination or that introduce new
ideas for the community to engage with.

We received 22 submissions for the technical track and 25 submissions for the talk proposals track.
Each paper in the technical track received three (mutually anonymous) reviews from our program com-
mittee members and each talk proposal received two (and occasionally three) reviews. Five technical
papers were accepted for inclusion in this proceeding. One accepted paper was withdrawn from the
conference one month prior to its start. This left four papers for the proceeding. The final acceptance
rate was then 4/21 = 19%. Meanwhile, 8 out of 25 talk proposals were accepted for full presentation at
the conference, an acceptance rate of 32%. An additional group of 12 technical papers and talk propos-
als were invited for a poster session. Due to the challenges of the hybrid model, some of these posters
were presented as pre-recorded videos with a live Q&A session on October 12, 2022, the virtual-only
day of the conference. The rest of the posters were presented in-person as short lightning talks during
a dedicated session on October 13, 2022 at Boston University. These proceedings include only the four
accepted technical papers in their entirety, since they represent new research being published for the first
time, as well as the title and authors of the accepted full and lightning talks.

We are very grateful to the TTO 2022 program committee members, composed of 40 individuals, for
their dedication in selecting high-quality research for TTO, while providing constructive and encouraging
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feedback to all submissions. It is their generosity in volunteering their time that makes conferences such
as TTO possible.

Eni Mustafaraj and Gianluca Stringhini,
TTO-2022 PC Co-Chairs
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vera.ai - Verification assisted by Artificial Intelligence
Kalina Bontcheva, Symeon Papadopoulos, Nikos Sarris, Maria Bielikova, Miguel Colom, Fabio
Giglietto, Denis Teyssou, Luisa Verdoliva, Jochen Spangenberg, Layla Gaye, Danae Tsabouraki,
Patrick Aichroth, Zlatina Marinova, Alexandre Alaphilippe and Richard Rogers

The Data Access and Transparency (DATA) Index: Evaluating Transparency in Online Social
Platforms
Shayne Longpre, Cameron Hickey, Manoel Ribeiro and Deb Roy

Identification and characterization of misinformation superspreaders on social media
Matthew DeVerna, Rachith Aiyappa, Diogo Pacheco, John Bryden and Filippo Menczer

The Audience Initiative: Assessing what drives trust and public value in online media
Maha Taki, Sonia Whitehead and Alasdair Stuart

Public reasoning towards truth and community trust: regulating online deliberative spaces for
participatory AI and data governance
Willow Wong

Designing for Trust and Truth in Digital Intimacy
Vaughn Hamilton, Gabriel Kaptchuk, Allison McDonald and Elissa Redmiles

Crowdsourced Fact-Checking: How is BirdWatch Doing?
Mohammed Saeed, Gianluca Demartini and Paolo Papotti

6



Accepted Talks for Lightning Presentation

If Fact-Checking Were Easy, Would People Fact-Check?
Piers Howe, Bradley Walker, Andrew Perfors, Nicolas Fay and Yoshihisa Kashima

Developing disinformation detection models in low-resource contexts: Czech news article dataset
for source-level credibility
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Abstract

While most social media companies have at-
tempted to address the challenge of COVID-19
misinformation, the success of those policies
is difficult to assess, especially when focusing
on individual platforms. This study explores
the relationship between Twitter and YouTube
in spreading COVID-19 vaccine-related mis-
information through a mixed-methods ap-
proach to analyzing a collection of tweets in
2021 sharing YouTube videos where those
Twitter accounts had also linked to deleted
YouTube videos. Principal components, clus-
ter and network analyses are used to group the
videos and tweets into interpretable groups by
shared tweet dates, terms and sharing patterns;
content analysis is employed to assess the
orientation of tweets and videos to COVID-
19 messages. From this we observe that a
preponderance of anti-vaccine messaging re-
mains among users who previously shared sus-
pect information, in which a dissident political
framing dominates, and which suggests mod-
eration policy inefficacy where the platforms
interact.

1 Introduction

During the COVID-19 pandemic, Social media
platforms acted rapidly to staunch misinforma-
tion on their platforms. This has led to poli-
cies addressing misinformation that are inconsis-
tent internally and between each other(Krishnan
et al., 2021). Twitter updated its COVID-19 mis-
information policy at the beginning of 2021 and
throughout the year to address vaccine misin-
formation (Twitter, 2021). YouTube’s COVID-
19 policies were similar, but also added a sepa-
rate vaccine misinformation policy in late Septem-
ber(YouTube, 2021a,b). Though different in for-
mat and exceptions, both policies obligate the re-
spective platforms to moderate vaccine misinfor-
mation.

While misinformation is regularly deleted on
both platforms, new misinforming content appears
in a back-and-forth process from which external
researchers may only catch glimpses. Assess-
ing the quality and efficacy of anti-misinformation
policy is therefore quite difficult, not least because
of interactions between different social media plat-
forms and how they may amplify each others’ mis-
information. While platform policies and their im-
plementation are centered around the holdings of a
specific corporation, users may use multiple plat-
forms irrespective or ownership, and so may read-
ily exploit inter-platform differences.

What then is the shared role of Twitter and
YouTube in the spread of vaccine misinformation?
How do the interfaces between the two platforms
and their policy differences contribute to it? And
what responsibility do users bear in the process of
circulating such misinformation? This paper ad-
dresses these questions through a mixed-methods
analysis of a set of tweets sharing video links to
likely vaccine misinformation.

2 Background

Previous studies have suggested a link between
social media misinformation and vaccine hesi-
tancy behaviors (Loomba et al., 2021; Pierri et al.,
2022), and while there may be reason to be cau-
tious about proposing causal links (Valensise et al.,
2021), it is clear that an anti-vaccine echo cham-
ber resides among social media. COVID-19 re-
search on YouTube has often attempted to assess
whether or not its content is dominated by mis-
information, with results generally indicating that
news coverage predominated over misinformation
on YouTube in 2020 (Knuutila et al., 2020; Pao-
lillo et al., 2022; Marchal and Au, 2020; Andika
et al., 2021; Li et al., 2020), though misinforma-
tion was always present. Other studies assess the
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quality of medical communication on the YouTube
platform, finding mixtures of good and bad infor-
mation quality (Szmuda et al., 2020; Basch et al.,
2020). More recently, research has shifted from
addressing the pandemic itself to assessing the
state of vaccine messaging and its role in combat-
ing misinformation (Jennings et al., 2021; Laforet
et al., 2022). The situation is broadly similar for
research on Twitter, with early attempts to iden-
tify misinformation about the virus and the pan-
demic (Gallotti et al., 2020; Mourad et al., 2020)
shifting toward vaccine misinformation (Yousefi-
naghani et al., 2021), often assessing the role of
bots and the presence of active anti-vaccine cam-
paigns (Shi et al., 2020; Sharma et al., 2022).

Rather than treat different platforms as sepa-
rate entities, it is better to conceptualize them as
parts of a platform ecosystem (Van Dijck et al.,
2018), and cross-platform work is important for
understanding both how platform systems interact
with each other and how users experience individ-
ual platforms. Unfortunately, while good cross-
platform work has been done (Cinelli et al., 2020),
platform dyads contain individual patterns of in-
teraction that are not necessarily visible on a grand
scale. With respect to YouTube and Twitter, links
to YouTube videos within COVID-19 tweets have
been previously observed (Yang et al., 2021), and
Ginossar et al. (2022) found evidence to suggest
that Twitter links to YouTube videos were effec-
tive means of spreading misinformation during the
first half of 2020, often using prior conspirato-
rial or anti-vaccine content on YouTube to do so.
The present paper continues the work of observing
this cross-platform interaction, albeit with differ-
ent methods of data collection and analysis.

3 Methods

To address our questions, we conducted an ex-
ploratory analysis around a dataset likely to con-
tain vaccine misinformation collected at the in-
terface of Twitter and YouTube. This interface
is hosted almost entirely on Twitter: while active
YouTubers often have Twitter accounts and link to
them, Twitter’s feature of shortening and including
links allows YouTube videos to be shared in dis-
courses they would not otherwise reach. Twitter’s
public data API allows one to search tweets for a
given time period, possibly filtering them for sites
they link to, and YouTube’s API allows one to as-
certain if a video link still exists on the platform.

Through these means, it is possible to construct
a view of the YouTube-Twitter platform interface
that reflects interaction around COVID-19 vaccine
misinformation.

Following acquisition of a relevant dataset, two
general research methods are available: quantita-
tive exploration (e.g., via cluster analysis and net-
work analysis), and qualitative analysis. The ap-
proach followed here is to employ different stages
of quantitative and qualitative analysis to support
each other. This is necessary as the data collected
are of a substantial scale that is difficult to ap-
proach, and only systematic examination of the
videos and tweet texts by researchers can tell us
what they actually mean for COVID-19 vaccine
discourse.

Since our dataset covers a broad time period
(Jan 4 to Dec 31, 2021), the state of informa-
tion around COVID-19 vaccines and treatment
changes greatly during the sample period, mean-
ing it is likely that patterns of video production on
YouTube and/or sharing on Twitter also change.
Hence, our first step is to organize the time period
into approachable groupings of dates based on the
video tweeting patterns over time. This informa-
tion was then presented in the form of a web inter-
face providing links to the relevant videos along-
side the tweets from the database; after viewing
selected videos, we could then make qualitative
judgments in the interface regarding their content.
These judgments were then analyzed for consis-
tency and employed in subsequent network analy-
ses. An additional set of analyses were conducted
on the term distribution in the tweets; these did not
reveal vaccine-related topics as had been hoped,
but rather formulaic patterns used for marketing
and spam, which were prevalent in our dataset.

Our tweets come from the CoVaxxy project, an
effort that collected IDs for vaccine related tweets
using almost 80 keywords (DeVerna et al., 2021)
through Twitter’s statuses/filter v1.1 API
endpoint.1 In order to examine how YouTube
videos are shared in Twitter content that deals with
vaccines we first retrieved the full Twitter data and
metadata for each tweet, and then identified the
URLs embedded in them, extracted unique video
identifiers, and queried the YouTube API for the
video status using the videos:list endpoint.
Since previous research showed that inaccessible

1https://developer.twitter.com/
en/docs/twitter-api/v1/tweets/
filter-realtime/overview
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Figure 1: Top: Time series for tweets linking to YouTube videos in our dataset. The time series is segmented into
date groupings (see section 4), labeled with cluster identities and counts of the tweets and videos in each. Dates
shown are the last day in each date cluster. Vertical lines extend down into the heat map to guide the eye. Bottom:
Heat map of 100 most shared videos (2021). Heat map color encodes daily frequency for each video. Left-hand
y-axis lists video IDs ordered by the date of their maximum daily share count.

videos contain a high proportion of anti-vaccine
content such as the “Plandemic” conspiracy docu-
mentary (Yang et al., 2021), we treat any videos
removed by Twitter and publicly unavailable as
suspicious. Overall, the fraction of vaccine-related
tweets linking to YouTube videos in the CoVaxxy
dataset was relatively small, with a daily median of
0.52%. However, among these links, a daily me-
dian of 10.95% were to inaccessible videos. Over
the year, there was a decreasing trend in inaccessi-
ble videos with a peak of 45% in July. Because it
is estimated that it takes an average of 41 days for
YouTube to remove videos violating their terms
(Knuutila et al., 2020), we checked the status of
videos at least 2 months after the video was last
posted on Twitter. Since unavailable content is
not available for full investigation, we focus on re-
lated but available content by selecting tweets with
available videos from users who also shared one of
the unavailable videos in our dataset.

4 Grouping dates in the sample

The sampling procedure described above resulted
in a set of 339,763 tweets (126,244 original
and 213,519 retweets) containing 34,819 distinct
YouTube video links; this is the cross-platform
dataset we seek to explore. Our first question con-
cerns whether there are discernible video tweet-
ing patterns over time. We approached this by ex-
amining the timestamps of tweets sharing a com-
mon video; this is visualized as a heat map of the
100 most viewed videos in Figure 1, in which the
diagonal pattern clearly indicates that each video
is shared on or close to a specific date (gener-
ally close to its publication date, though there
are exceptions), while in some cases a horizontal
dashed line of points indicates that a video might
be shared over some longer set of dates, not always
close together in time.

To extract this pattern, a PCA was conducted
on the video-date incidence matrix, which yielded
three potentially usable dimensions accounting for
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Figure 2: Boxplots of the date groupings on PC1 and PC2, showing each resulting date range to be distinct in terms
of video sharing from the others in the sample.

20.0% of the shared variance. This was followed
by cluster analysis of the dates on the PCs using
the R package mclust (Scrucca et al., 2016); this
approach permits us to evaluate a broad range of
cluster solutions within a principled, model-based
framework. A 17-cluster variable volume, shape
and orientation (VVV) solution was selected as
having optimal BIC; the clusters break the sequen-
tial dates into 17 contiguous groups, with the ex-
ception of cluster 1, which groups together the ear-
liest and latest dates on account of having fewer
videos shared with other dates (Figure 2). Hence,
date clusters other than 1 suggest epochs within
the Twitter sharing of vaccine-related content from
YouTube either as periods of common activity or
activity lapses between topics with concentrated
attention.

5 Video Coding

To probe the nature of the date groupings, a con-
tent analysis interface was constructed in which
a cluster and a date within the cluster could be
chosen to present a list of videos to examine, as
well as to provide access to the tweets sharing
the video. To limit the coding work to manage-
able levels while focusing on important videos, we
committed to coding only those videos tweeted
or retweeted at least 5 times on any given day
in 2021. Three coders participated in coding the
sample, each coding alternating clusters through-
out the year. In total, 5,201 videos out of the to-
tal 34,819 videos were coded. Observed thematic
continuity and overlap across date clusters ensured
that coders had a chance to view and discuss the
full range of content in our dataset.

Five binary coding check boxes were displayed
on each video, to indicate whether it had vaccine-
related content v, whether it expressed positive
and/or negative valence messages toward vaccina-
tion p and n, whether it had unusual character-
istics potentially requiring discussion among the
coders q, and whether the video possessed a non-

publisher context panel cx. For coding v, we ac-
cepted ancillary topics like discussions of vaccine
mandates and vaccine procedures whether or not
claims about the efficacy of vaccination were di-
rectly made. The valance of videos p and n was
understood to mean what impression of vaccina-
tion the video presents. This could be simulta-
neously positive and negative, as was common
in the context of videos about vaccine debates.
The fourth category q is intended for potential
future work with this dataset and so may be ig-
nored for the present. The fifth category cx as-
sessed the presence of context panels — in the
YouTube player interface, context bars are pro-
vided for user information such as regularly misin-
formed topics, and we wished to assess how con-
sistently YouTube flagged misinforming videos.
YouTube also uses context panels to inform users
about state-owned media, but we ignored these
cases, as they do not relate to potentially misin-
forming content so much as the quality of sources.
In contrast to the other codes, little interpretation
is required for coding cx.

The content coding was analyzed using a com-
bination of PCA and linear modeling. This permit-
ted us to identify patterns of correlation among the
codes while simultaneously verifying consistency
across coders. We conducted a centered, scaled
PCA on the five video codes for the 5201 videos.
Two PCs with variance exceeding 1 were retained:
PC1 accounts for 51.5% of the total variation,
whereas PC2 accounts for 32.3% (total 83.9%,
residual 16.1%). As can be seen in Figure 3, on
PC1, in order of decreasing strength, v (vaccine
content), cx (context panel), p (positive valence),
and n (negative valence) are shifted left (negative),
whereas q (flag for further discussion) is on the ex-
treme right (positive) end. This suggests that cod-
ing q is negatively correlated with vaccine-related
content: as coders found more content there rele-
vant to potential future discussions. PC2 separates
the n-p dimension, though cx is loaded reasonably
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close to p. The lower proportion of shared varia-
tion suggests that n and p were less strongly in-
versely related than q and v. The loading of cx
suggests that vaccine-related content was likely to
bear a YouTube context panel, but most especially
when a positive attitude is expressed than nega-
tive; both are otherwise less strongly correlated
with v than cx. Hence, the coded videos are char-
acterized by two dimensions: vaccine versus non-
vaccine content, and positive or negative valence.
Valence is more strongly associated with vaccine-
related content, with positive and negative tending
to exclude each other and context panels tending
to appear on positive valence videos.

Figure 3: Biplot of the PCA for our coding results.
Lines indicate association from videos with our codes.

5.1 Inter-rater reliability
Linear model (least squares) regressions of PC1
and PC2 with respect to coder were conducted to
test for inter-coder reliability. So long as the con-
tribution of coder to the explained variance of the
regression is small, we can be assured that coders
are consistent. As the PCs are orthogonal, they
are tested individually; while coder is significant
in both, the N is large and the proportion of vari-
ance accounted for by coder is very small (the ad-
justed R-squared is 0.9% for PC1, for PC2 it is
1.96%). So that we may readily inspect the inter-
coder differences, we use sum contrasts (Table 1)
and report the conditional means for each coder,
centered on zero. For PC1, only the positive pa-
rameter is significant, meaning there is a signif-
icant difference between coders on either side of

zero, but not between the two on the negative side.
From this, it appears that coder 2 may have greater
use of q or less use of v than the other coders. For
PC2 both coder parameters are significant; while
coder 3 is close to coder 2 in value, they appear
to differ in use of the valence codes. Coder 1
appears to have significantly more p/cx than the
other two. This could be a difference in either the
coding of valence or in the way that YouTube has
handled context panels across the different dates
of our sample.

PC Coder1 Coder2 Coder3
1 -0.0446 0.2406 -0.1960
2 0.2371 -0.1484 -0.0887

Table 1: Conditional means for coder models of PCs

As there are significant differences in the cod-
ing among the different coders, we would like to
understand the consequence of this. Since coder
is the sole categorical variable in these models, it
shifts the intercepts for the videos coded on PC 1
and PC 2, and the residuals provide proxy scores
for the videos independent of coder. These can
also be transformed back to the original coding
scale for each variable by rotating them with the
PCA variable loadings, adjusting for the mean and
standard deviation of the original variables, and
setting a threshold of 0.5 to clip the values to 0
and 1. This gives a predicted consensus coding for
each video across coders which can be checked
against the original codes for consistency. When
this is done, we end up with the differences for
each code in Table 2. The column labels f→f, f→t,
etc. indicate cases where the original coding of f
corresponds to the predicted consensus coding of
f or t, etc.

var f→f f→t t→f t→t
v 1255 21 33 3892
p 3353 42 61 1745
n 2937 30 19 2215
q 3744 46 139 1242
cx 2637 458 736 1378

Table 2: Pairwise comparisons of corrected and origi-
nal codes.

The corrected v, p, and n are very close to their
original values, q and cx less so. In Table 3, we
summarize the corrections in terms of the individ-
ual coders, collapsing the values for f→f and t→t

14



into a single row for each coder labeled =. As be-
fore, we find small numbers of corrections (pre-
dicted inter-coder differences) across variables v,
n and p, and larger differences for cx and q. We
conclude from this that we can safely use the orig-
inal coding of v, n and p without alteration; in the
subsequent diffusion analysis we do this by using
PC2 without correction. Context panels (cx) re-
quire greater care in interpretation; coders coded
different groups of dates, which could have dif-
ferent rates of deployment of the relevant con-
text panels on YouTube. However, considering the
greater interpretation required for v, n and p com-
pared to the simple identification of a box existing
in cx, this suggests that it is plausible that the dif-
ferences in coding cx stem from the dataset rather
than coding errors.

∆ v p n q cx
1 f→ t 14 36 27 15 231

t→ f 3 37 6 47 404
= 2716 2660 2700 2671 2098

2 f→ t 0 0 0 23 96
t→ f 4 6 2 18 139

= 1311 1309 1313 1274 1080
3 f→ t 7 6 3 8 131

t→ f 26 18 11 74 193
= 1120 1129 1139 1071 829

Table 3: Per-coder change comparisons (∆) between
original and corrected variables.

6 Linking Clusters

Finally, we constructed a cluster analysis accord-
ing to content (video) diffusion paths. To start
we construct a user-link bipartite network where
links are represented by the original shortened
URLs. Shortened URLs can be generated by
the system many times per video and so index a
specific sharing path for a video. We apply the
Louvain community detection algorithm (Aynaud,
2020) to the link-link projection of 88,958 nodes
and 9,043,668 edges, arriving at 2,305 commu-
nity solution. These communities are then treated
as meta-nodes and used these nodes to construct
a community-video bipartite network, on which
we again apply the Louvain algorithm, arriving
at 10 clusters of diffusion communities that share
videos in common between them. Figure 4 shows
these 10 clusters as meta-nodes with edges be-
tween cluster and self loops weighted according to

Figure 4: 10 clusters represented by meta-nodes with
edges and self-loops representing links between clus-
ters and internal linking, respectively. Clusters were
determined by applying the Louvain community detec-
tion algorithm on the links-links projection of the links-
video network. Node color brightness encodes average
loading of constituent nodes onto PC2.

the number of links between and within a cluster,
respectively. The average loading of the cluster’s
constituent nodes onto PC2 from the content anal-
ysis is mapped as the gradient color, with darker
shades being more toward the loading of n and
lighter being more toward the loading of p. Ta-
ble 4 lists the top three most-shared videos among
each of these clusters.

Cluster 0, 1, 2, 4, and 5 dominate interaction
within this model. Cluster 0 is characterized by
mixed anti-vaccine content from multiple sources
that otherwise overlaps with that of other clus-
ters. This cluster represents the sharing behav-
ior of twitter users who are not especially tied to
particular domains within vaccine discourse be-
yond being broadly anti-vaccine. Cluster 1 con-
tains YouTube videos from content creators who
try to present themselves as not anti-vaccine de-
spite producing content that is regularly consumed
by anti-vax audiences. The Jimmy Dore Show and
Dr. John Campbell are representative of this clus-
ter. Cluster 2 predominantly contains content re-
lated to Project Veritas, a channel premised on ex-
posing corporate or left-wing "conspiracies." This
content is very clearly anti-vaccine, but from con-
spiratorial perspectives.

Cluster 3 contains largely the channel Workout

15



Solutions Health Fitness, which produces gener-
ally benign content on YouTube but employs a
novel Twitter strategy of frequent self-promotion
with high anti-vaccine messages. Cluster 4 con-
tains more politically-minded anti-vaccine figures,
like Russel Brand or Paul Joseph Watson. Cluster
5 includes doctors or other experts arguing against
some part of pandemic public health guidelines.
These doctors, such as Dr. Geert Vanden Boss-
che or Dr. Peter McCullough, are interviewed
on many different YouTube channels. Cluster 6
contains mostly news reports that are often pro-
vaccination or neutral on their own, but the tweets
linking to them are at times arguing against these
videos. Cluster 7 contains videos discussing vac-
cine or virus-related topics in technical detail that
are not consistently pro or anti vaccine. Clus-
ter 8 contains videos from 7NewsAustralia, an
Australian news broadcaster who consistently pro-
motes vaccination. Cluster 9 consists of Christian
fundamentalist antivax narratives, largely from the
channel A Voice in the Desert.

Cluster 1, 2, 4, and 5 can be seen as differ-
ent archetypes of popular anti-vaccine discourse
in our dataset, with 1 representing a more main-
stream hesitancy, 2 representing conspiratorial
discourse, 4 representing political discourse in-
tersecting with anti-vaccine messages, and 5 rep-
resenting the fusion of apparent expertise with
anti-vaccine messages. These are held together
by Cluster 0, representing the Twitter sharing
of videos by people who sharing broadly anti-
vaccination messages.

7 Discussion and Conclusion

We began our investigation by sampling tweets
at the Twitter-YouTube interface among users
affected by vaccine-related moderation, among
whom there is a propensity of anti-vaccine and
anti-authority messages. Some use of pro-vaccine
videos is made, but typically in refutation; other
pro-vaccine videos are pushed to the edges of the
discourse. Hence, we observe that the discursive
impetus which led to moderating anti-vaccine in-
formation in the first place continues in spite of
those efforts. Sharing specific anti-vaccination in-
formation may become harder under moderation,
but the same users will often still share closely-
related content.

Anti-vaccine discourse appears to persist
through a predominantly political framing. Well-

known figures taking anti-authoritarian stances
on public health measures provide a framework
into which dissident researchers, doctors, nurses,
etc. can slot topically-relevant messages. These
messages sow further doubt, and thereby these
actors potentially rise to a new kind of promi-
nence. John Campbell, Peter McCullough and
Geert Vanden Bosche are three examples of
such professionals whose public communication
profiles have been raised as vaccination skeptics.
Anti-vaccine content further differentiates along a
political-medical axis among the users sharing it.

At times, the connection of video content to
vaccination is more tangential, e.g., in the case of
Workout Solutions (cluster 3), whose Twitter ac-
count contributed an astounding 30,417 tweets to
our dataset, only 6,920 of which were retweets;
the next nearest user had only 2,916 tweets. These
tweets were highly formulaic, consisting of re-
combined phrases along with numerous hashtags
and mentions for Canadian political figures (the
account owner and related YouTube channel are in
Ontario). Here, it appears that someone attempted
to draw attention to his YouTube channel, pos-
sibly unsuccessfully, by linking to ongoing anti-
lockdown/anti-vaccination political discourses us-
ing some kind of third-party Twitter app.

It also appears that moderation at the interface
between YouTube and Twitter is not entirely suc-
cessful. In part, this can be attributed to failures
to fully implement the moderation stances adopted
by the individual platforms. One such failure is the
tendency for pro-vaccine messages to be flagged
by context bars on YouTube while misinforming
content is left un-flagged. It is possible that the
means by which the context bars are applied is too
simplistic, e.g. keyword searches in titles, descrip-
tions and transcripts that are readily evaded by mu-
tating the keywords. Alternative means, e.g. track-
ing known misinforming personalities, would po-
tentially be much more effective, and more closely
resembles how editorial discretion is exercised in
print and broadcast media, but may aggravate such
figures’ dissident political stances.

Regardless, the policy differential between
Twitter and YouTube vis a vis COVID-19 vac-
cination causes leakage. Other strategies at the
disposal of a platform such as YouTube, such as
search down-ranking of videos, are entirely side-
stepped by cross-platform linking, where the orig-
inal platform no longer has control over the spread
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Cl# Links Video Title (truncated)
0 580 Mass Vaccination in a Pandemic - Benefits versus Risks: Interview with Geert...

252 Vaccines and Related Biological Products Advisory Committee – 9/17/2021
239 Spike protein inside nucleus enhancing DNA damage? - COVID-19 mRNA...

1 78 EXPLOSIVE Truth About Vaccines & COVID w/Inventor Of mRNA Vaccine...
50 Spike protein inside nucleus enhancing DNA damage? - COVID-19 mRNA vaccines...
50 Kyle’s vaccine complication

2 157 Carnicom Institute Disclosure Project - Overview with Clifford Carnicom
104 Pfizer Scientists: ‘Your [COVID] Antibodies Are Better Than The [Pfizer]...
100 Johnson & Johnson: ’Kids Shouldn’t Get A F*cking [COVID] Vaccine;’...

3 67 Vaccines and Related Biological Products Advisory Committee – 9/17/2021
55 Back to School Morning Outdoor Weighted Cardio Rogue Fitness Fat Boy Sled
53 Bring Back DDT & Dr Conover’s Antibiotics For Wolbachia Co-Infections

4 52 Vaccine Passports: THIS Is Where It Leads
51 Million March for Freedom Rally - London
42 Krystal Ball: Bill Gates Is LYING TO YOU On Vaccine Patent Protection

5 122 Mass Vaccination in a Pandemic - Benefits versus Risks: Interview with Geert...
29 #ScreenB4Vaccine: An Interview between Hooman Noorchashm MD, PhD and...
25 Peter McCullough, MD testifies to Texas Senate HHS Committee

6 34 Vaccines and Related Biological Products Advisory Committee - 10/22/2020
22 Eric Clapton: CANCELLED for exposing COVID-19 Vaccine
10 ’Natural Immunity’ Lawsuit Over COVID-19 Vaccine Mandate Ends in Surprising

7 18 The Inventor of mRNA Vaccine Technology: Dr Robert Malone
5 Elon Musk on mRNA "You could turn someone into a freaking butterfly with the...
2 Italy Lawmaker Cunial Demands Arrest of "Vaccine Criminal" Bill Gates

8 20 Rare inside tour of German lab creating mass Pfizer COVID-19 vaccines from...
16 Prime Minister Scott Morrison among the first Australians to receive COVID-19...
14 ATAGI recommends Pfizer vaccine be offered to Australian children as young as 12...

9 7 Jesus and the Mark of the Beast
4 The Scientific Method And Jesus
4 The Truth About Christianity That Nobody Tells You

Table 4: Cluster number (Cl#) with the top 3 linked videos (listed by their titles).

of the content. Consequently, there appears to be
a need for closer inter-platform cooperation in es-
tablishing and implementing moderation policies,
although this too is likely to encounter political re-
sistance from people who believe that either plat-
form might unfairly moderate their messages.

Our cross-platform approach has a number of
limitations. Identifying topics through term clus-
ters highlighted spam strategies used on Twitter.
With respect to YouTube, video deletion for rea-
sons other than terms of service violations raised
further issues. For example, pro-vaccine videos
from Indian state media entered into our sam-
ple due to the channel’s decision to delete certain
livestreams, potentially raising the number of pro-
vaccine videos in our dataset. Similarly, videos

hosted on YouTube but marked as "unlisted" may
be found through Twitter; the reasons that con-
tent creators delist their videos are not necessarily
consistent or clear. More generally, Twitter and
YouTube users can always use the platform in un-
usual ways, and more careful culling from broad
queries like that of CoVaxxy might be needed. Fu-
ture work could address some of these data collec-
tion concerns, especially if differentiating the rea-
son for the deletion of the original YouTube videos
could be ascertained. This is not yet provided for
by the YouTube API. Alternatively, future work
could investigate this and similar datasets through
more detailed content analysis approaches.
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Abstract

Wikipedia and many User-Generated Content
(UGC) communities are known for produc-
ing reliable, quality content, but also for be-
ing vulnerable to false or misleading infor-
mation. Previous work has shown that many
hoaxes on Wikipedia go undetected for ex-
tended periods of time. But little is known
about the creation of intentionally false or mis-
leading information online. Does collective at-
tention toward a topic increase the likelihood
it will spawn disinformation? Here, we mea-
sure the relationship between allocation of at-
tention and the production of hoax articles on
the English Wikipedia. Analysis of traffic logs
reveals that, compared to legitimate articles
created on the same day, hoaxes tend to be
more associated with traffic spikes preceding
their creation. This is consistent with the idea
that the supply of false or misleading informa-
tion on a topic is driven by the attention it re-
ceives. These findings improve our compre-
hension of the determinants of disinformation
in UGC communities and could help promote
the integrity of knowledge on Wikipedia.

1 Introduction

In recent years several Internet websites have be-
come the hubs for communities where users can
produce, consume, and disseminate content with-
out central oversight. Examples of these user-
generated content (UGC) websites include major
social media platforms, like Facebook or Twitter,
or global online knowledge production communi-
ties like Wikipedia, which is known as a model
for the production of vast reliable, high-quality
knowledge (Yasseri and Menczer, 2021).

However, a negative consequence of the pop-
ularity of UGC websites is that their low barri-
ers to access, combined with the lack of super-
vision from experts or other gatekeepers, results

in the proliferation of false or misleading infor-
mation on the Web as a whole (Wardle and Der-
akhshan, 2017; Lazer et al., 2018).

False or misleading content often spreads on so-
cial networking platforms (Amoruso et al., 2020;
Castillo et al., 2011; Zareie and Sakellariou, 2021;
Grinberg et al., 2019; Guess et al., 2019, 2020;
Allcott and Gentzkow, 2017), but there are grow-
ing concerns that other UGC communities like
Wikipedia may be vulnerable to these threats
too (Sáez-Trumper, 2019). This is especially wor-
risome since Wikipedia is one of top most vis-
ited internet websites (Similarweb LTD, 2022)
and a popular source of knowledge (Okoli et al.,
2014). Wikipedia contains over 50 million articles
in more than 300 languages; in February 2022,
the English language edition of Wikipedia alone
received 781M visits (from unique devices) and
was edited over 5M times (Wikipedia contribu-
tors, 2022c; Wikimedia Foundation, Inc., 2022d).
Hence, preserving the integrity of Wikipedia
is of paramount importance for the Web as a
whole (Sáez-Trumper, 2019).

There are many potential threats to the integrity
of knowledge in Wikipedia (Sáez-Trumper, 2019).
One common threat comes from vandalism, which
is “a deliberate attempt to compromise the in-
tegrity of the encyclopedia, often through the in-
sertion of obscenities, insults, nonsense or crude
humour, or by page blanking” (Wikipedia contrib-
utors, 2021).

Vandalism, however, is not the only threat to the
integrity of Wikipedia’s content. Whereas vandal-
ism focuses on defacing existing entries, there ex-
ists evidence showing that Wikipedia is also tar-
geted by hoaxes, whose aim is to create whole new
entries about fake, fictitious topics. An example
of a famous Wikipedia hoax is the entry Jar’Edo
Wens, a fake Australian Aboriginal deity, which
went undetected for almost 10 years before being
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debunked and deleted (Dewey, 2015). But hoaxes
remain a threat to Wikipedia’s content integrity to
this day. Recently, one of the largest such inci-
dents the platform has ever seen has been discov-
ered on the Chinese Wikipedia: a user named Zhe-
mao wrote 206 fake entries, starting from 2019
until 2022, about Russia’s history in the Middle
Ages (Moon, 2022).

Hoaxes are thus not to be confused with vandal-
ism; although vandalism is a much bigger threat in
scope and size compared to hoax articles, hoaxes
constitute a more subtle threat, which has received
less attention compared to vandalism.

A crucial question that remains unresolved is
what drives the creation of hoaxes on Wikipedia.
Because their original authors are aware that these
articles are false, hoax articles are different from
mere misinformation, but should rather be consid-
ered instances of disinformation (Wardle and De-
rakhshan, 2017; Lazer et al., 2018). As such, un-
derstanding the factors that determine the supply
of hoaxes on Wikipedia could shed light on dis-
information in general, including broader threats
to the integrity of the Web, like state-sponsored
propaganda (King et al., 2017; Zannettou et al.,
2019; Golovchenko et al., 2020) and conspiracy
theories (Starbird, 2017).

To bridge this gap, in this paper, we study
the role of online attention, in the form of indi-
vidual page views, in the supply of disinforma-
tion in Wikipedia. The idea of an economy of
attention was first introduced by Simon (1971),
who observed that human attention is a limited
resource that needs to be allocated (Goldhaber,
1997). Here, to quantify the flow of collective at-
tention to individual topics of knowledge, we take
advantage of the unique Wikipedia traffic dataset
and API. Specifically, in this work we seek to an-
swer the following questions:

Q1. Does online attention toward a topic increase
the likelihood of disinformation being cre-
ated about it?

Q2. Operationally, is there a relationship between
traffic to Wikipedia and the production of
hoax articles?

To answer these questions, we collected a list
of known hoax articles (Wikipedia contributors,
2022a) along with their creation timestamps and
content. To control for potential confounding
factors in the distribution of traffic to Wikipedia

over time, for each hoax, we considered a co-
hort consisting of all the legitimate (i.e. non-hoax)
Wikipedia articles that were created on the same
day as the hoax. Similar to Kumar et al. (2016),
we find that hoaxes differ from legitimate articles
in key appearance features, but do not strongly
differ in the number of hyperlinks they contain.
Next, for each article (either hoax or non-hoax),
we parsed its content and extracted all the out-
links, i.e. its neighbors in the Wikipedia hyper-
link network. The presence of a link between two
Wikipedia entries is an indication that they are
semantically related. Therefore, traffic to these
neighbors gives us a rough measure of the level
of online attention to a topic before a new piece of
information (in this case an entry in the encyclo-
pedia) is created.

Finally, we measure the relative change of traf-
fic in the 7-day period before and after the creation
of a hoax and compare this change to that of the ar-
ticles in its cohort. To preview our results, we find
that, on average, online attention tends to precede
the creation of hoaxes more than it does for legit-
imate articles. This observation is consistent with
the idea that the supply of false and misleading in-
formation on a topic is driven by the attention it
receives.

In the rest of the paper we discuss related work
(Section 2), and then describe our methodology
(Section 3): the details of the data collection pro-
cess, the comparison between features of hoaxes
and legitimate articles, and the pre-processing of
the Wikipedia traffic data. Section 4 discusses the
techniques used to quantify online attention and its
relationship to the hoax creation, and the statistical
procedures performed to asses the results. Finally,
section 5 summarizes our findings and future di-
rections.

All code and data needed to replicate the find-
ings of this study are available on Github at
github.com/CSDL-USF/wikihoaxes.

2 Related Work

Over the years Wikipedia has developed an im-
pressive array of socio-technical solutions to en-
sure the quality of its content. Early work on
Wikipedia has shown that most acts of vandalism
are repaired manually by the crowd of contributors
within a matter of minutes (Viégas et al., 2004). In
addition to human interventions, automated tools
like ClueBot NG play a crucial role in keeping the
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encyclopedic entries clear from damage (Geiger
and Halfaker, 2013; Halfaker and Riedl, 2012).
On top of these methods, there exist other preven-
tive measures such as patrolling recent changes,
creating watchlists, blocking frequent vandalism
creators, and using editorial filters. Finally, multi-
ple research attempts have been conducted to aid
in both the manual and the automatic detection of
vandalism (Potthast et al., 2008; Adler et al., 2010;
Smets et al., 2008; Harpalani et al., 2011).

Despite this wealth of work, little is known
about Wikipedia hoaxes. Kumar et al. (2016) col-
lected a sample of known hoaxes from resources
compiled by the Wikipedia community, and stud-
ied their longevity, along with other characteris-
tics. They found that one in a hundred hoaxes re-
main undetected for more than a year, with 92% of
the cases detected within the first day. They also
observed that, although only 1% of all hoaxes re-
main undetected for more than a year, those that
stay undetected have a higher chance over time of
remaining so. Finally, they showed that, on aver-
age, hoaxes have a lower density of internal links
and receive less traffic than legitimate (i.e., non-
hoax) articles (Kumar et al., 2016).

Traffic to Wikipedia has been used before
to study collective attention. Garcı́a-Gavilanes
et al. (2017) studied the patterns of attention to
Wikipedia in the wake of airplane crashes. They
found that the traffic to entries about previous air-
plane crashes was greater than that of the cur-
rent crash, i.e. the one that triggered the attention
surge (Garcı́a-Gavilanes et al., 2017). Ciampaglia
et al. (2015) studied traffic patterns during the
creation of new Wikipedia entries (i.e., not just
hoaxes) and observed that the creation of new in-
formation about a topic is preceded by spikes of
attention toward it, as measured by traffic to neigh-
boring entries (Ciampaglia et al., 2015). This is
consistent with a model in which the demand for
information on a topic drives the supply of novel
information about it. Consequently, measuring
traffic to Wikipedia entries can help us get a step
closer to understanding why and when hoaxes are
more likely to be produced.

3 Data and Methods

We first describe how the dataset of hoaxes was
collected and the process of building the cohort of
each hoax.

3.1 Data Collection

Prior work has relied on a broad definition of
‘hoaxes’ that leverages the ‘New Page Patrol’ (or
NPP) process (Kumar et al., 2016). Unfortunately,
access to these data was not public due to the na-
ture of the NPP process. Therefore, in the present
work we relied on a smaller, public list document-
ing known hoaxes discovered by Wikipedia edi-
tors outside of the NPP process (Wikipedia con-
tributors, 2022a). To be included in this list, a
discovered hoax must meet either of the follow-
ing two characteristics: (i ) they have gone unde-
tected for more than a month after patrolling (Ku-
mar et al., 2016), or (ii ) they were discussed by
reliable media sources.

To collect this list, we queried the Wikipedia
API using the ‘prefix search’ endpoint (Medi-
aWiki contributors, 2022a) to collect the titles of
the hoaxes residing in the administrative list main-
tained by Wikimedia under the prefix ’List of
Hoaxes on Wikipedia’. The total number of ti-
tles retrieved was Nh = 190. We then used the
Toolforge (Wikitech contributors, 2021) to query
the database replica of the English Wikipedia for
the creation date of each hoax article, defined as
the timestamp of the first revision recorded in
the database. Figure 1 (left) shows a summary
of the number of hoaxes created over time, with
the majority of hoaxes appearing in the period
2005–2007, and a decline starting in 2008. This
observed behavior can be in part explained by
the fact that the Wikipedia community started pa-
trolling new pages in November of 2007 (Kumar
et al., 2016; Wikipedia contributors, 2022b) and is
also consistent with the well-known peak of activ-
ity of the English Wikipedia community (Halfaker
et al., 2013).

Finally, to build the cohort of each hoax, we
queried the Wikipedia database replica for all le-
gitimate articles created on the same day. Since
Wikipedia entries are often accessible through dif-
ferent titles, in collecting the cohort, we resolved
all redirects created the same day as the hoax.
Treating these redirects as separate entries would
inflate the cohort size and could skew traffic statis-
tics used later for estimating the level of online
attention. Figure 1 (right) shows the effect that
redirects have on the size of each cohort. In some
cases, failing to account for redirects can increase
the size of cohorts to up to 16, 000 articles.
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Figure 1: Left: Hoaxes detected in the English Wikipedia. Right: Cohort size distribution for hoaxes in our dataset
before (solid blue) and after (solid orange) resolving redirects.

3.2 Appearance Characteristics Analysis

To understand the differences between each hoax
and its cohort members, we analyzed their ap-
pearance features, inspired by the work of Ku-
mar et al. (2016) who, in addition to appearance
features, studied network, support, and editor fea-
tures for both hoax and legitimate articles (Kumar
et al., 2016). We considered the following four
features: (i) the plain text length is the number
of words in an article after removing all the wiki
markup; (ii) the ratio of plain to markup text is
the number of words obtained after removing all
markup in the body of the article, divided by the
number of words before removal; (iii) the density
of wiki-links is the number of wiki-links per 100
words, counted before markup removal; and, fi-
nally, (iv) the density of external links is defined
similarly as the density of wiki-links, but for links
to external Web pages.

To be able to calculate these features for each
hoax and its cohort, we consulted the API to ex-
tract their plain text using the TextExtracts exten-
sion instead (MediaWiki contributors, 2021). For
the wiki markup we used the revisions API (Me-
diaWiki contributors, 2022b). A regular expres-
sion was used to count the number of words in
plain and markup text. Finally, to find the wiki
and external links within each article we used wiki-
textparser (5j9, 2022).

Aside from the plain text to markup ratio, the
chosen appearance features have very skewed dis-
tributions. To illustrate this point, fig. 2 shows the
distribution of each score for five manually sam-
pled cohorts in our data. For the plain text length,
fig. 2 shows that the median is between 100 and

1, 000 words, yet there exist articles that reach and
even exceed 10, 000 words. The same case per-
sists in the wiki-link density — the median is un-
der 10 links per 100 words, however some articles
have up to 40 links, and similar for the other two
features.

Thus, after collecting all the four features, we
computed the modified z-score z′ to compare dif-
ferent hoaxes together:

z′ =
x− x̃

MAD
(1)

Where x is a feature measured on a hoax, x̃
the median value of the feature on the non-hoaxes,
and MAD the median absolute deviation of x with
respect to x̃. We chose to use z′ instead of the
regular z-score since it is more resilient to out-
liers (Iglewicz and Hoaglin, 1993).

3.3 Analyzing Wikipedia Traffic Data

To analyze the traffic that the articles in our dataset
receive, we used a dataset on traffic compiled
by the Wikimedia foundation (Wikimedia Foun-
dation, Inc., 2022b). The Wikimedia Foundation
has published two main traffic datasets: the ear-
lier pagecounts-raw (Dec. 2007–Aug. 2015), and
the more recent pageviews (started Jul. 2015).
Since most of the hoaxes in our dataset were
created in the period between 2005 and 2011,
we have decided to use the older pagecounts-raw
data. This dataset contains the count of non-
unique HTTP requests made for each article in an
hourly time frame, collected by the proxy server
of Wikipedia (Ciampaglia et al., 2015), along with
request title and additional metadata. We pre-

23



Figure 2: Distribution of appearance features for five
manually sampled cohorts in our data.

processed pagecounts-raw to resolve redirects, fil-
ter unwanted entries, and clean illegal titles.

Pre-processing the data was performed over the
following three steps. First, the raw data was fil-
tered. The filtration process selected only entries
related to the English Wikipedia project while re-
moving all pages from namespaces other than the
‘main’ MediaWiki namespace. Second, the fil-
tered data was cleaned from illegal titles. Illegal ti-
tles were discarded by removing characters which
are not allowed in Wikipedia page titles (Wiki-
media Foundation, Inc., 2022a, cf. ‘Page Restric-
tions’). The hashtag sign ‘#’ is considered illegal
only if it is the first character in a title; otherwise
it indicates a subsection within a page. Hence,
a title including ‘#’ is discarded only in the for-
mer case. In addition to removing illegal charac-
ters, we decoded common URL-encoded charac-
ters (e.g. ‘%20’) and replaced any space with an
underscore character. Third, to resolve redirects,
the Toolforge was consulted to extract all the redi-
rects within the main namespace of the English
Wikipedia. The result was a cleaned and filtered
hourly dataset of the view count for pages within
the main namespace of the English Wikipedia.

4 Results

4.1 Appearance Features
We start by analyzing the appearance features of
hoaxes relative to the non-hoaxes in their cohort.
Figure 3a shows that most hoaxes have either sim-
ilar or slightly smaller plain text length compared

to that of their cohorts. We also observe the pres-
ence of several outliers, indicating that a subset
of hoaxes in our sample tends to have unusu-
ally higher word counts. This is consistent with
the results of Kumar et al. (2016), who observed
that ‘successful’ hoaxes (i.e., that have gone un-
detected for at least 1 month) have a median plain
text length of 134 words — almost twice as large
as that of legitimate articles. However, the anal-
ysis of Kumar et al. (2016) differs from ours in
multiple ways. First, as already mentioned, they
used a different, larger set of hoaxes collected as
part of Wikipedia’s regular NPP process. Second,
they used a matching procedure to compare each
hoax to only one legitimate article created on the
same day. They also considered other types of ar-
ticles, such as wrongly flagged articles and failed
hoaxes. Another potential differentiating factor is
the method of extraction for the plain text, markup
content, and links for each page, which might con-
tribute to not obtaining exactly the same results.

Figure 3b shows that hoaxes tend to have a sim-
ilar density of wiki-links when compared to non-
hoaxes. This is important, since to quantify online
attention toward a topic we compute the volume
of traffic to the wiki-link neighbors of an article.
Thus, in the following analysis on traffic, we can
safely exclude potential confounding factors due
to different linking patterns between hoaxes and
non-hoaxes.

Figures 3c and 3d show the distributions of the
ratio of plain to markup text and of external link
density, respectively. Aside from a few outliers,
hoaxes almost always contain more plain text than
markup text, compared with non-hoaxes. This is
also consistent with the findings of (Kumar et al.,
2016), who observed that, on average, 58% of a
legitimate article, 71% of a successful hoax, and
92% of a failed hoax is just plain text.

In summary, hoaxes tend to have more plain text
than legitimate articles and fewer links to external
web pages outside of Wikipedia. This means that
non-hoax articles, in general, contain more refer-
ences to links residing outside Wikipedia. Such
behavior is expected as a hoax’s author would
need to put a significant effort into crafting exter-
nal resources at which the hoax can point.

4.2 Traffic Analysis

Recall that the cohort of a hoax is defined as all
the non-hoax articles created on the same day it
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(a) Plain text length (b) Wiki-link density (c) Plain to markup text ratio (d) External link density

Figure 3: Modified z-scores for all hoaxes in our sample relative to non-hoax articles in their cohorts for the four
appearance features we considered. Hoaxes tend to have similar or slightly smaller count of plain text words
(however with several higher-count outliers), lower external link density, higher plain to markup text ratio, and
similar wiki-link density.

was created. To understand the nature of the rela-
tionship between the creation of hoaxes and the at-
tention their respective topics receive, we first seek
to quantify the relative volume change before and
after this creation day. Here, a topic is defined as
all of the (non-hoax) neighbors linked within the
contents of an article i.e., its (non-hoax) out-links.
Traffic to Wikipedia is known to fluctuate follow-
ing circadian and weekly patterns, and is likely to
depend on a host of additional, unknown factors,
such as the relative popularity of Wikipedia over
the years, the total number and geographic distri-
bution of web users (Yasseri et al., 2012), etc. To
account for these potential confounding factors,
(Ciampaglia et al., 2015) proposed to quantify the
volume change in a way that controls for the circa-
dian rhythm and the fluctuating nature of traffic on
the Web (Ciampaglia et al., 2015; Thompson et al.,
1997). They have shown that studying traffic over
a 14-day observation window, 7 days before and
after the creation day, considers both short spikes
in attention and weekly changes in traffic. The rel-
ative volume change is defined as:

∆V

V
=

V (b) − V (a)

V (b) + V (a)
(2)

where V (b) and V (a) are respectively the median
traffic to neighbors in the 7 days before and af-
ter the creation of the article. According to eq. (2),
∆V/V > 0 when the majority of traffic occurs be-
fore an article is created, i.e., attention toward the
topic of the articles precedes its creation. When
∆V/V < 0, attention tends instead to follow the
creation of the hoax. Note that our traffic data
covers a period spanning from December 2007 to
August 2016. Since not all hoaxes in our dataset
fell within that time frame, ∆V/V was calculated

only for the 83 hoaxes (and their cohorts) whose
creation dates fell within that period.

Figure 4 shows the distribution of the ∆V ′/V ′

values for each cohort, the cohort mean, and the
value of ∆V/V of the corresponding hoax, for
a manually selected sample of hoaxes collected
from our data.

Having defined a way to quantify whether traffic
to a given article preceded or followed its creation,
we want to determine whether hoaxes tend to have
a greater ∆V/V than legitimate articles in general.
Unfortunately, we know very little about the dis-
tribution of ∆V/V over multiple pages, and how
it has changed over the course of the history of
Wikipedia. However, if hoaxes do not differ from
legitimate articles, then on average the difference
the ∆V/V of a hoax and that of its cohorts should
be zero. Therefore, we define:

D =
∆V

V
−E

[
∆V ′

V ′

]
=

∆V

V
− 1

n

n∑

i=1

∆V ′
i

V ′
i

(3)

where E
[
∆V ′
V ′

]
indicates the expected ∆V ′/V ′

of legitimate articles. Thus, when D > 0 a hoax
accumulates more attention preceding its creation,
compared to its cohort.

To test whether D > 0 holds in general, we esti-
mate the mean value of D in our sample of hoaxes,
and used bootstrapping to compute the confidence
interval of the mean. To perform bootstrapping,
we resampled the original list of D values 10, 000
times with replacement.

In general, we observe a trend in which hoaxes
tend to have greater ∆V/V than their cohort: D >
0 in 75 out of 83 of the hoaxes in our data. The his-
togram in fig. 5 (left) shows the distribution of the
differences, and shows that the mean is approxi-
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Figure 4: For a manual sample of hoaxes, the distribu-
tion of the ∆V ′/V ′ values for each cohort (turquoise
blue histograms) in comparison to the ∆V/V of the
respective hoax (black dashed line). The ∆V/V of
hoaxes tend to, in general, be higher than the mean of
their cohorts (red solid line).

mately equal to 0.123, with a bootstrapped 95%
confidence interval of (0.1227, 0.1234).

According to the Central Limit Theorem (CLT),
the distribution of sample means approximates the
normal distribution with the increase of sample
size n, regardless of the original distribution of
data (Feller, 1991). Figure 5 (right) shows the dis-
tribution of the means for each of the 10, 000 re-
sampled vectors. It is worth noting that all of the
means returned were positive, implying a greater
∆V/V for the hoax.

5 Discussion and future work

Our study analyzes the role of online attention in
the supply of disinformation on Wikipedia (Q1).
From an operational point of view, we study the
relationship between the creation of hoaxes and
the traffic preceding each hoax’s creation day d
(Q2). To do so, we collected the view count of the
out-link neighbors of the hoaxes and their cohorts
for d± 7 days. Following prior work (Ciampaglia
et al., 2015), to assess the allocation of attention
during that period, we calculated the relative traf-
fic volume change, which accounts for potential
confounding factors due to traffic fluctuations. We
observe that 90% of hoaxes have a higher ∆V/V
than their respective cohort and confirmed it by
means of resampling. This indicates that, on aver-
age, hoaxes tend to have more traffic accumulated
before their creation than after. In summary, our

observed D indicates that the generation of hoaxes
in Wikipedia is associated with prior consump-
tion of information, in the form of online atten-
tion, providing an answer to our original research
question (Q1).

This study has some limitations that need to be
acknowledged. First of all, our results are based
on a list of only 83 hoaxes. Even though we orig-
inally collected a dataset that was twice the size
of this one, we were limited by the fact that not
all hoaxes were covered in our traffic dataset. Fu-
ture work should extend our results to larger avail-
able samples of hoaxes (e.g., NPP-based) to en-
sure consistent results with prior work.

Additional limitations stem from our opera-
tional definition of the topic of a new article (hoax
or non-hoax). In this work, we relied on outgo-
ing hyperlinks (out-links) and neglected incom-
ing hyperlinks (or in-links), owing to our lack
of access to data on hyperlinks to hoaxes. This
data is present but not publicly accessible in the
Wikipedia database, presumably due internal reg-
ulations within the Wikipedia project. In the fu-
ture, we would like to extend our analysis to in-
clude in-links as well.

Future work should also consider a more ad-
vanced definition of an article’s topic that does not
rely solely on hyperlinks, as they provide a very
rough notion of topic. Links to very generic en-
tries like locations or dates (e.g., ‘United States of
America’ or ‘1492’) typically convey little infor-
mation about an article’s topic .

Third, our traffic dataset is based on an older
definition of pagecounts, which is affected by
known limitations, including the presence of auto-
mated crawlers, which are known to generate large
amounts of hits in a short period of time. To miti-
gate for the presence of this type of outliers, in our
definitions of traffic volume we rely on the me-
dian instead of the mean, which is more robust to
outliers. However, in the future we would like to
include a more recent traffic dataset that is not af-
fected by this and other biases (Wikimedia Foun-
dation, Inc., 2022c).

In conclusion, our study sheds light on an im-
portant factor affecting the supply of disinforma-
tion on the Web. Future work should extend our
results to venues other than Wikipedia, for exam-
ple social media platforms like Facebook or Twit-
ter. In addition, other types of media (like video,
audio, etc.) should be considered — hoaxes do not
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Figure 5: Left: Histogram of the relative traffic change differences D (see Equation (3)). The black dashed line
is the sample mean, and the red area the 95% bootstrapped CI. The blue solid line is a kernel density estimate.
The inset shows the sample mean relative to the confidence interval. Right: The sampling distribution of means
obtained by bootstrapping 10, 000 samples with replacement.

only come in the form of textual articles, and at-
tention is an effective incentive for people to keep
spreading more disinformation, regardless of its
medium. Future work should also consider study-
ing the role of attention in versions of Wikipedia
other than English. We expect similar trends to
ones observed here to apply to non-English lan-
guage editions as well. However, the signal may
be weaker owing to lower traffic volume of non-
English language editions. A comparative analy-
sis of the role of attention in the supply of disinfor-
mation across cultures could shed more light about
these type of threats to the Web as a whole.
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Abstract
As yet another alternative social network,
Gettr positions itself as the “marketplace of
ideas” where users should expect the truth to
emerge without any administrative censorship.
To understand how this marketplace actually
works, we interviewed 124 Gettr users and
analyzed their views on how truth is meted
out on the platform. While the right-leaning
users joined Gettr as a result of a perceived
freedom of speech infringement by the main-
stream platforms, notably Twitter, the left-
leaning users followed them in numbers as to
“keep up with the misinformation.” The ab-
sence of restrictive actions like muting, remov-
ing, or labeling was pointed both as an en-
abler of free speech in practice (right-leaning)
and as an enabler of bullying and harassment
(left-leaning). We also found that almost ev-
ery tenth user in our sample had a bad expe-
rience on a mainstream social media platform
that forced them to seek refuge on Gettr.

1 Introduction

Promising a reprieve from banning and content
moderation, fringe social networks are offering al-
ternative social media experience to users disen-
chanted with participation on mainstream places
like Twitter or Facebook. One such place is
Gettr (a portmanteau of the words ‘Get Together’),
brandishing an image of an alternative platform
founded on “the principles of free speech, inde-
pendent thought and rejecting political censorship
and ‘cancel culture”’ (Gettr, 2022). This image is
not new, as other alternative social networks like
Parler offer(ed) users to “express openly, without
fear of being deplatformed for their views” (Parler,

2022), Gab “champions free speech” (Gab, 2022),
and 4chan allows “anyone to post comments and
share images” (4chan, 2022). Therefore, a ques-
tion arises about what novelty in particular Gettr
brings for the fringe communities online.

Alternative social media platforms attract re-
search curiosity with their lax moderation poli-
cies, palpable toxicity, and discourse ridden with
polarizing and conspiracy narratives. 4chan, with
its notorious, politically incorrect /pol board, re-
ceives considerable attention in analyzing trends
of self-consciously offensive culture and meme vi-
rality on social media (Colley and Moore, 2022;
Mittos et al., 2020; Zannettou et al., 2018b; Hine
et al., 2017). Parler, infamous for providing “just
enough” networking cohesion for the violent mob
attack on the United States Capitol on 6 January
2021 (Munn, 2021), was empirically analyzed to
reveal the patterns of amplification of its political
pundits and the deliberate user experience design
that inhibits a user’s ability to search for alterna-
tive political narratives (Peironi et al., 2021; Ali-
apoulios et al., 2021). Gab, branded as the “free
speech” alternative to Twitter, was found to at-
tract alt-right users, conspiracy theorists, and other
trolls that disseminate hate speech on the platform
much higher than Twitter, but lower than 4chan’s
/pol board (Zannettou et al., 2018a; Lima et al.,
2018). And an early look at Gettr (Paudel et al.,
2021), showed yet another outlet for toxicity akin
to Gab and 4chan, although yet to achieve the level
of engagement and activity characteristic for the
online fringe communities.

These content-focused looks further inspire an
important line of inquiry following online extrem-
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ism (Phadke and Mitra, 2021; Gaudette et al.,
2021), ideological radicalization (Youngblood,
2020), hate speech (Mathew et al., 2020; Kennedy
et al., 2020), and false information (Bleakley,
2021). However, the content-focus looks fail to
shed a light on these platforms from the vantage
point of the users themselves i.e. no analysis so
far gathered users’ insights from participation on
any of these alternative platforms. Doing such
a user study has nothing to do with legitimizing
the platforms’ existence or mission, but instead
provides a meaningful context to the predomi-
nantly content-focused and data-driven investiga-
tions so far. Falling short of understanding the in-
centive structure for migrating to, and interacting
on, these platforms, leaves a rather uninformed re-
search conditions to conjectures about the future
trajectories of the fringe communities online. Our
study, to the best of our knowledge, is the first one
that does a user experience assessment of the Gettr
platform in response to this gap.

2 Content-focused Look on Gettr

Content-focused looks on Gettr are scarce to find
as the platform maintains a highly restricted ac-
cess to its content. There is, however, a GoGettr
API, a third party client for scraping data that was
created by the Stanford Internet Observatory (R.
Miles McCain et al., 2022), but it does not al-
low for an up-to-date representative data retrieval.
So far, the only paper that analyzes data on Gettr
(Paudel et al., 2021) was submitted immediately
before Gettr changed the indexing structure of the
platform’s posts, a limitation for future content-
focused looks that was also acknowledged by the
GoGettr API team, confirming no explanation or
remediation offered by Gettr so far.

With a very limited data available up to August
9th 2021 thorugh the GoGettr API, we collected
6.8 million posts, 373,725 users, and 18,274,986
unique follower/followee relationships to have at
least some rough understanding of how the con-
tent in structured on Gettr, following the prelimi-
nary platform scoping in (Paudel et al., 2021). The
summary of the dataset is shown in Table 1.

Count
Posts 6,814,244
Users 73,725

Followings 18,274,986

Table 1: Dataset Overview

Analyzing the timestamps of the posts as the
closest alternative to an order indexing, we built
a third-order univariate regression model (Seabold
and Perktold, 2010) that captured 96.3% of the
variability in the total number of posts over that
period of time (r2), with an adjusted r2 of 95.9%.
The model helped us to uncover a weekly cyclical
pattern usage/participation on the platform, high-
lighted in Figure 1, showing a decrease in platform
usage on Fridays, Saturdays, and Sundays.

Figure 1: Residuals by day of the week.

Next to when users do post on Gettr, we look
how users interact between each other. Due to
the limitations of the Gettr API to distinguish be-
tween different types of follows, we decided to
take a look at how often users mention one an-
other, and how frequently two users mention one
another. These relationships constitute some form
of a “friendship,” as defined in (Huberman et al.,
2009), because they show a more deliberate ef-
fort between two people to support each other
in a manner that is proactive. Previous work on
Twitter examining these “friendships” has found a
stronger positive correlation with a user’s engage-
ment on the platform than other relationships with
other users like declared follower/followee rela-
tionships (Huberman et al., 2009).

In our case, due to the relative newness of the
platform in the dataset that we obtained, we lim-
ited the number of mentions between two users to
be at least one for them to be considered friends.
This is simply because users have not had a chance
to mention each other too much. We found 1,872
friendship relationships within our dataset, mean-
ing that approximately 0.55% of users are in a
friendship. These friendships naturally formed
592 disconnected subsets, of which the majority
(500) had just 2 users. A summary of the friend-
ship set is shown in Table 2. A corresponding
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graph of all friendships on the platform is plotted
in Figure 2.

Count
Friendship Subsets 592

Basic Friendship (2 users) 500
Total Friendships 1,872

Friendships / Total Users 0.55%

Table 2: Friendships Overview

Figure 2: All friendships on the platform - users are
represented in red dots, and their friendships are rep-
resented with black lines between them, or an overlap.
The ring of friendships are smaller for subsets of two
or three user friendships on the fringes, and the larger
for the friendship groups in the center

As we examined the friendship subgraphs, we
noted that while most friendship subgraphs only
consisted of a couple of users, there were a cou-
ple that were substantially larger. The second
largest friendship subgraph, depicted in Figure 3,
consisted of a large number of prominent republi-
cans (Matt Gaetz, Rudy Giuliani, Rick Santorum,
Mike Pompeo, Sean Spicer), republican organiza-
tions (CPAC, Arizona GOP, the Heritage Founda-
tion), and right-leaning political news organiza-
tions (Epoch Times, Steve Bannon’s War Room,
Newsmax, National Pulse). Together, this shows
a public sphere of influence, where people in that
subgraph mention one another, and there are clear
ideological similarities in the narratives that they
present to their audiences.

Figure 3: This is a friendship subgraph that shows a
large number of prominent right-thought leaders, in-
cluding prominent republicans, republican organiza-
tions, and right-leaning news organizations

3 Gettr: User Insights

A content-focused look is certainly useful in un-
covering the macroscopic trends that shape the
participation and the appeal of Gettr. However, a
look into Gettr from a user perspective provides
us with a context of platform participation on a
more microscopic, granular level, an analysis ab-
sent from the research on alt-platforms so far. To
our knowledge, this is a first study that brings the
individual voices of the Gettr users to the fore and
analyzes them in the context of the their partic-
ipation in the online fringe communities (Munn,
2019). Such an analysis uncovers the “pipeline”
through which users normalize and acclimate to
the discourse on Gettr. To this objective we con-
ducted a user study, approved by our Institutional
Review Board (IRB) before any research activities
began, where Gettr users were invited to expound
on:

A. What is the value proposition they see in
Gettr;

B. How they participate and express themselves
on Gettr;

C. What kind of information they usually get
from Gettr and how they consume it; and

D. Social media and Gettr experiences.
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We set to sample a population that was 18 years
or above old, a Gettr account holder, from the
United States through the Amazon Mechanical
Turk and Prolific. Both reputation and attention
checks were included to prevent input from bots
and poor responses. The user study asked open-
ended questions and it took around 20-30 min-
utes to complete. Participants were compensated
with the standard participation rate of $27.64/hr.
The study was anonymous and allowed users to
skip any question they were uncomfortable an-
swering. We also we collected participants’ po-
litical leanings, race/ethnicity, level of education,
gender identity, and age.

After the consolidation and consistency checks,
a total of 124 participants completed the study. To
ensure consistency in the analysis and validity of
the results, each of the open-ended responses in
the survey was coded independently by three re-
searchers. The codebook was simple and included
a coding on the justification quotes from the par-
ticipants on each of the four research questions
above. The Fleiss’s kappa κ = 0.981 for the 95%
confidence, indicating an “excellent” inter-coder
agreement overall.

The distribution of participants per their self-
reported political leanings was: 29 left-leaning
(23.38%), 42 moderate (33.87%), 40 right-leaning
(32.25%), and 13 apolitical (10.5%). In respect
to race/ethnicity, 91 identified as White (73.38%),
29 as Black or African American (9.67%), 13
as Asian (10.48%), 7 as Latinx (5.64%), and 1
as Native Hawaiian or Pacific Islander (0.83%).
Education-wise, 22 of the participants had a high-
school level (17.74%) , 84 some college or 2/4-
year college (67.74%), and 19 had a gradate
level of education (14.52%). Gender-wise, 47 of
the participants were female (37.9%), 72 were
male (58.06%), and 6 identified as non-binary
(4.04%). Age-wise, 25 were in the 18 - 24 bracket
(20.17%), 36 in the 25 - 34 (29.03%), 35 in the 35
- 44 (28.23%), 16 in the 45 - 54 (12.9%), and 12 in
the 55 - 64 bracket (9.67%). The distribution of the
sample is balanced on the political leanings, gen-
der identity, and age, while skewed towards white
and college-level educated participants.

3.1 Gettr’s Value Proposition

Our results reveal several reasons why people
joined Gettr. The most prevalent one is the users’
objection to a perceived censorship and freedom of

speech infringement by the mainstream platforms,
notably Twitter [P denotes a participant and the
number their index in the sample]:

[P44] Gettr doesn’t censor free thought and hav-
ing been on Twitter for many years, I have
seen the decline in the quality of the site.
From suspending accounts to slapping false
“fact check” labels on posts, Twitter has
gone from a quality platform to a Gestapo
site. Many of my friends have gone over to
Gettr and love it, as do I. We aren’t free if we
can’t express thoughts without fear of being
banned. [right-leaning]

[P38] I don’t like the politics of Twitter, and I
would love to see an alternative take its
place. I am tired of the censorship of con-
servative voices. I was further annoyed that
Parler wasn’t allowed to exist (although I am
disappointed in Parler’s lack of effort to find
web hosting.) [right-leaning]

[P7] I decided to participate in Gettr because rad-
ical feminists are being banned from Twit-
ter left and right just for stating basic facts.
I have not been banned but friends of mine
have and it’s only a matter of time until I am
as well. [left-leaning]

[P52] The main reason was free speech. A lot of
posts on the other social platforms get cen-
sored if the discussion gets controversial or it
does not fit the narrative of the general popu-
lace. It is always important to hear the view-
points of everyone even if they do not align
with yours and hopefully find a common plat-
form where everyone has a voice. [moder-
ate]

[P32] I was tired of censorship on other social
media platforms. I want to hear different per-
spectives. [apolitical]

Interestingly, the political leanings across the en-
tire spectrum considerably factored in joining
Gettr. The right-leaning and moderate participants
were drawn to the freedom of speech value propo-
sition of the platform, while the left-leaning joined
Gettr in numbers mostly out of curiosity to see
what the “opposition is saying:”
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[P35] Curiosity. I know that it prides itself on not
censoring it’s subscriber base, so wanted to
see how racist//sexist/transphobic the posts
were. I think knowing what the “other” side
thinks, so as to better inform yourself of the
issues and opinions and to know how to com-
bat those ideas.

[P20] I wanted to see what the Trump supporters
were up to in their new echo chamber.

[P48] Although I am quite liberal, I was in-
terested to see what kind of informa-
tion/misinformation was shared on Gettr. I
think there’s value in trying to understand the
opposing views and trying to learn why they
believe the things that they do.

[P89] I don’t believe or trust anything on that site
nor the users and politics that it promotes. I
do though want to know what my enemy is
up too. My main reason is to observe out of
curiosity.

Participants with some high school or high
school graduate level were predominantly right-
leaning and moderate, indicating that “a lot of
people [they] follow on twitter have been banned,
so [they] joined Gettr to hopefully get uncen-
sored and non biased information again.” [P71].
The some/or 2/4-year college graduate partici-
pants reflect the aforementioned free-speech/spy-
on-conservatives dichotomy as they comprised the
largest part of our sample. The post-graduate edu-
cated participants, balanced on the political spec-
trum, provided justifications for what precisely
pushed them towards Gettr, for example, “Twit-
ter recently they banned Babylon Bee, a satire ac-
count for their jokes, which a clear violation of
first amendment where’s Gettr believes in our con-
stitutional rights.” [P53]. Gender-wise, the con-
formity to the observed dichotomy of the Gettr’s
appeal is also preserved:

[P75] To try something new for a change to share
my ideas about free speech, since like using
other platforms such as Twitter to express
said thoughts, was a lot more difficult and
hate-arousing. [male, right-leaning]

[P12] Curiosity to see what the far-right bubble
had to say about things [male, left-leaning]

[P37] It seems to be a better source of information
than Twitter [female, right-leaning]

[P89] I wanted to see what conservatives are
posting since i feel like most liberals like my-
self aren’t aware [female, left-leaning]

[P101] Some people I follow on twitter created
accounts there, so I wanted to see their up-
dates [non-binary, moderate]

[P28] I screenshot people saying weird like far-
right things and make fun of them with my
friends [non-binary, left-leaning]

Age-wise, the participants in the [18 - 24]
bracket were mostly joining Gettr for making con-
nections and “trying new things, not a fan of the
modern social media giants and their censorship”
[P90]. The [25 - 34] participants added more con-
text on to the “trying something new” premise,
stating that “other sites are stale; You deal with
the same lack of trust of them and want to get
away from all the negativity” [P108]. The [35 -
44] participant got even more concrete and stated
they joined Gettr “so I can talk and converse that
have same political beliefs as me and not be os-
tracized by everyone” [P59]. The [45 - 54] partici-
pants contextualized this stance by doubling down
on the “free speech, against the massive push for
cancel culture on social media” [P106]. The [55
- 64] participants added the differentiation niche
with Twitter, as they were “was interested to see if
indeed Gettr would be better than Twitter”. [P83].

Participants also pointed out that they came to
Gettr because “some friends of their friends did”
[P81] and several noted that “many of the con-
servative talk show personalities that they listen
to are on Gettr and they recommended it” [P122].
One of the participants found the platform design
and features appealing: “I enjoy the user interface
of Gettr as well as it’s more approachable com-
munity. As a moderate conservative, I fit in well
with almost everyone I have encountered on the
platform. Gettr also gives the option to link it to
an individual’s Twitter.” [P99]. The informative
value of the content on Gettr was also appealing
as “it seems to be a better source of information
than Twitter” [P37] where users can “stay up to
date with news” [P54].

34



3.2 Participation and Expression on Gettr
Around 27.5% of all the participants indicated
they participate through writing original posts and
commenting/liking on other’s user posts. Either
commenting (29%) or liking (21.8%) on other’s
user posts was how roughly half the participants
spent their time on Gettr. The remaining 21.5%
of the participants indicated that they are “mostly
just browsing and exploring the platform” [P29].
When asked what motivates a user to participate
on Gettr, the right-leaning and apolitical partici-
pants cited the appeal of a “personally involving
discourse” while the moderates and left-leaning
cited leaned more towards a “constructive dis-
course”:

[P27] If I have a strong opinion on it or get emo-
tionally worked up. [right-leaning]

[P29] I do not fully agree with their conservative
agenda, but being on the site and involved
in the commentary helps me see the “other
side” as it was. [moderate]

[P86] I am interested in learning more about peo-
ples opinions on many issues, especially po-
litical issues that are different than my own.
[left-leaning]

[P43] If I see interesting topics that resonate with
me. [apolitical]

We queried the participants about how Gettr’s
self-proclaimed “free speech” image facilitates
their expression on the platform. The right-leaning
participants stated that Gettr: “doesn’t ban peo-
ple for saying things that big government and the
elites might not like” [P22], “seeks to eliminate
the ‘cancel culture’” [P33], “Allows free exchange
of information that is factual, despite what Twit-
ter says” [P44], and “allows a person who be-
lieves in Donald Trump to be able to express those
views and not be censored” [P59]. The moder-
ates explicitly highlighted a comparison to Twit-
ter as being ”strict about removing content that
they deem is not correct - even if I don’t agree
with what someone is saying, I would prefer to see
the content instead of having it removed” [P97].
The left-leaning participants didn’t miss to point
out that ”Gettr prides itself on freedom of speech,
but obviously it doesn’t condone bullying, harass-
ment, threatening behavior, etc; So far concerning

‘ideas’, Gettr is pretty lax and unobtrusive [P35].
They also pointed out the UX support for freedom
of speech, as ”there is no muting or removing” on
the platform [P36].

In regards to the way of expression, we asked
the participants if they use textual content only,
emojis, and/or memes (or combination of). The
right leaning participants preferred textual expres-
sion as not to “ ‘hijack the post’ with multimedia
[P38] or to “voice different perspectives that the
news does not do a good enough job of covering”
[P23]. The moderates opted for textual expression
because “it’s faster and easier and allows you to
be as clear and specific as possible” [P91]. Al-
though many liberal-leaning participants come to
Gettr to “lurk and spy on conservatives” [P14],
those who actively participate “always try to be
respectful and still get their point across” [P34]
as well as use “specific wording to balance their
views, but not agitate, and shut down discussions
[P48].

The right-leaning participants utilized emojis
mostly to accentuate a point, e.g. “use emo-
jis that correspond with the emotion of my reac-
tion to a post, for example, if I am angry about
what is said in a post, I will use the anger emoji
[P47]. The moderates utilized emojis just to show
appreciation for other’s posts [P120]. The left-
leaning participants avoided using emojis, argu-
ing that “emojis give people a way out, and if I
engage, I am generally looking for answers or at
least understanding of why certain views are held”
[P34]. When it comes to memes, the left-leaning
and apolitical participants strongly avoided using
them, while the moderates used them “usually as
joke/humor” [P106]. Fun was also the most cited
reason for using memes by the right-leaning par-
ticipants, as “memes are funny in a political way;
I post memes that poke fun at liberals.” [P122].

3.3 Information Consumption on Gettr

Regarding information consumption, we first
asked the participants if there is any information
they get exclusively on Gettr and nowhere else on
social media. Participants singled out:

[P22] News involving COVID vaccines and state-
ments

[P53] Babylon Bee, James O’Keefe, and Project
Veritas content and commentary
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[P59] The MAGA movement information and the
ways to de-certify the election

[P19] Opinions on minor Republican primary
candidates

We also asked if the participants have compared
information between other social networks and
Gettr. From the mainstream platforms, expectedly,
Twitter was the most sought after place for infor-
mation comparison across the political spectrum.
The left-leaning and apolitical participants mostly
avoided the alternative platforms (less then 8% in
both groups have looked outside of Twitter, Face-
book, Instagram or Reddit), while the moderates
had a preference for comparison with 4chan. The
right-leaning participants were equally interested
in comparing Gettr information with Parler, Truth
Social, Gab, and 4chan (23.35%) while maintain-
ing the main focus on the mainstream social net-
works (76.65%).

We noticed that male participants have a much
stronger preference for comparing information be-
tween Gettr on one side, and Reddit, Truth Social,
Gab, and 4chan on the other side (35.78%). The
female and non-binary participants mostly turned
to the mainstream social networks for information
comparison (only 14% and none, respectively, had
looked at any alternative community). The partic-
ipants with some/high school degree mostly pre-
ferred Twitter and Reddit, but also turned to the
alternative platforms. The some/college graduates
participants had equal preference within the main-
stream and alternative platform groups, though
much in favor of the Twitter, Facebook, and Reddit
(72.64%). The post-graduate participants mostly
sought comparison of information on the main-
stream platforms (74.45%). Age-wise, the trend
remains similar to the above, with the less in-
terest for the alternative social networks among
the young and more senior participants (only 7%
and 4.5%, respectively, had looked at any of these
communities).

3.4 Social Media and Gettr Experiences
We asked the participants if they had had a bad
experience on Gettr or another another social net-
work. We did so because our content analysis re-
vealed that 620 unique users mentioned that they
were subject of personal harassment in their pro-
file descriptions (a similar trend was observed on
Parler where the “banning” was used as a badge

of honor (Peironi et al., 2021)). Citing personal
harassment, 10.48% of the participants reported a
bad experience on Twitter, Facebook, Instagram,
and Reddit.

[P123] I’ve gotten some pretty nasty remarks from
people that I don’t know on Twitter over
content that I did not consider controversial
[right-leaning]

[P29] I’ve been shamed as a bigot for doing noth-
ing wrong on Twitter before. I’m not even
conservative! [moderate]

[P14] Plenty. Discourse with Conservatives on
platforms such as Facebook quickly devolves
into name-calling and personal attacks [left-
leaning]

Our content analysis revealed that 496 unique
users mentioned that they got banned from the
mainstream social networks into their profile de-
scriptions: 13 of those users explicitly used the
term “Facebook Jail” badge of honor in their
profiles, 32 people self-described themselves as
“shadow-banned”, citing bans and content mod-
eration, 11.29% of the participants complained
about bad experience on the mainstream plat-
forms:

[P21] I got put in “Facebook Jail” a few times
for information and thoughts I posted about
COVID, which turned me off on using Face-
book [right-leaning]

[P30] Yeah, Facebook and Twitter would put
stupid warnings on posts about stuff I posted,
but I was actually right [moderate]

[P85] I was banned on Facebook for speaking the
truth about the #metoo [left-leaning]

We also asked the participants about what
would make them consider leaving Gettr. Inter-
estingly, the dichotomy we observed throughout
the analysis so far is somewhat reversed: the left-
leaning participants would not leave Gettr for any-
thing while the moderates and right-leaning par-
ticipants would seek other platforms if censor-
ship/bans crept in on Gettr or users start abandon-
ing it. Drawing on the experience of Parler, some
participants expresses worries about Gettr being
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“shut down by Apple or Google” [P44]. An in-
troduction of “overwhelmingly biased recommen-
dation algorithm like Twitter” [P68], “changes
in the user interface” [P79] and introduction of
“content moderation” [P97] were also mentioned
several times besides the main points of free-
speech/opposition credo:

[P4] Censorship is the only thing that would
cause me to leave. If Gettr ever gets to be like
Twitter or Facebook by censoring important
stories I will leave to find something better
[right-leaning]

[P27] If Gettr started banning people and limiting
freedom of expression I would probably leave
it [moderate]

[P14] Nothing, as I only use Gettr for conflict, and
to understand the Conservative zeitgeist [left-
leaning]

4 Discussion

4.1 User Experience on Gettr
The deep insights from Gettr reveal that users on
the platform ‘get asymmetrically together’ usually
during the work week. Perhaps the weekends are
left for the other platforms, as virtually everyone
we interviewed confirmed they regularly use other
social networks, most notably Twitter and Reddit.
The asymmetric nature of the discourse, charac-
teristic for the fringe platforms, is also confirmed
with our findings that suggest a similar centrality
towards right-thought “celebrities” as is the case
on Parler (Peironi et al., 2021) and Gab (Zannet-
tou et al., 2018a).

We found evidence that people do bring their
identity to the fore on Gettr and virtually in all
cases the participation in the discourse encom-
passes expression of their political attitudes. The
ones being moderate or leaning right on the politi-
cal spectrum cited, in no uncertain terms, their dis-
enchantment of Twitter’s banning and moderation
as the reason why they joined Gettr. Within our
sample, more than 10% of the people were actu-
ally being banned from the mainstream platforms,
a rather large number for a relatively small number
of users reviewed. The ones leaning left, followed
in considerable numbers because they saw a value
in “seeing what misinformation the opposition is
spreading around.”

When it comes to (mis)information, the self-
reported topics on Gettr were related to the
COVID-19 vaccines and statements, commentary
of right-thought pundits and narratives like Project
Veritas, MAGA movement information, and re-
publican candidates debates. Interestingly, very
few of the participants directly mentioned the top-
ics we identified in the cluster as ones they are
interested in or discuss on Gettr. Overall, none
of the participants were ready to leave the plat-
form but indicated that it is a possibility if Gettr
decides to implement “censorship”. The moder-
ate and right-leaning participants were also con-
cerned about Gettr being shut down by Apple or
Google like Parler was and the left-leaning partic-
ipants were concerned about where else they can
find a similar source of “conservative zeitgeist.”

From our results it appears that so far users are
satisfied with the value proposition of Gettr. We
even got far-left participants that found a refuge
on Gettr after being banned on Twitter, suggesting
that Gettr—at least for now—works to maintain
an image they believe is a “free-speech keeper”
(Sharevski et al., 2021). Some of the participants
expressed that by using this posture Gettr does
not condone bullying, harassment, and threaten-
ing behaviour, which is an issue that Gettr might
face soon or later since the “marketplace of ideas”
metaphor does not have a static meaning in the
broader legal interpretation of the First Amend-
ment online (Schroeder, 2018).

4.2 Limitations and Future Work

In regards our user study, we were limited in
obtaining a larger sample as it was difficult to
reach the Gettr user population and many Gettr
users declined to participate. Future research, if
Gettr is still present in the social network space,
could attempt to replicate this study with a larger
user population in order to provide a basis for a
more insightful quantitative analysis of the user
experience. We also took a very cautious phe-
nomenological approach in surveying the user ex-
perience on Gettr. The sample citations included
each of the responses to the four research ques-
tions were selected by a unanimous agreement be-
tween the three independent coders/researchers,
however, this does not preclude the analysis to be
affected by some degree of selection bias. We ac-
knowledge that other group of coders/researchers
could select citations different than the once we
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selected, though we believe the end result of the
analysis will remain effectively the same.

In our future work, we plan to expose Gettr
users to particular content or findings about the
platform and obtain their opinions as to capture
how Gettr maintains (or not) the principles of free
speech and independent thought. Another line of
inquire following our study is the diffusion of in-
formation between Twitter, Reddit, and other alt-
platforms that aims to track how the right-thought
“celebrities” manage to maintain their active pres-
ence across the social network sphere as we did
not delve deeper to analyze the content of the most
popular accounts on Gettr.

5 Conclusion

Gettr, at the current stage, appears more as a
pathway rather than a fully formed “pipeline”
through which the disenchantment of the so-called
Big-Tech social networks shapes the alternative
agenda. With a simple user interface, it does al-
low acclimation for users perceived as outcasts
from the mainstream social media discourse on
both sides of the political spectrum and not just
on the right. However, we had to uncover this ev-
idence only through user interviews as the Gettr
administrators inhibited any effort to objectively
determine the larger discourse trends on the plat-
form. We hope our attempt to look deep inside the
platform is the first step towards uncovering the
“truth” about the inner workings of Gettr, which,
eventually will emerge.
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Abstract

To strengthen public trust and counter disinfor-
mation, computational fact-checking, leverag-
ing digital data sources, attracts interest from
the journalists and the computer science com-
munity. A particular class of interesting data
sources comprises statistics, that is, numeri-
cal data compiled mostly by governments, ad-
ministrations, and international organizations.
Statistics are often multidimensional datasets,
where multiple dimensions characterize one
value, and the dimensions may be organized
in hierarchies.

This paper describes STATCHECK, a statis-
tic fact-checking system jointly developed by
the authors, which are either computer sci-
ence researchers or fact-checking journalists
working for a French-language media with a
daily audience of more than 15 millions (aud,
2022). The technical novelty of STATCHECK
is twofold: (i) we focus on multidimensional,
complex-structure statistics, which have re-
ceived little attention so far, despite their
practical importance; and (ii) novel statisti-
cal claim extraction modules for French, an
area where few resources exist. We validate
the efficiency and quality of our system on
large statistic datasets (hundreds of millions of
facts), including the complete INSEE (French)
and Eurostat (European Union) datasets, as
well as French presidential election debates.

1 Introduction

Professional journalism work has always involved
verifying information with the help of trusted
sources. In recent years, the proliferation of media
in which public figures make statements, in partic-
ular online, has led to an explosion in the amount
of content that may need to be verified to distin-
guish accurate from inaccurate, and even poten-
tially dangerous, information.

To help journalists deal with the deluge of in-
formation, computational fact-checking (Cazalens
et al., 2018; Nakov et al., 2021) emerges as a grow-
ing, multidisciplinary field. The main tasks of a
fact-checking system are: identifying the claims
made in an input document, finding the relevant
evidence from a reference corpus, and (optionally)
producing an automated verdict (is the claim true
or false?). A reference corpus can be a knowl-
edge graph (Ciampaglia et al., 2015), Web sources
such as Wikipedia (Nie et al., 2019; Yoneda et al.,
2018), or relational tables (Chen et al., 2020;
Herzig et al., 2020; Jo et al., 2019; Karagiannis
et al., 2020).

For fact-checks to be convincing, professional
journalists prefer reference sources of high qual-
ity, carefully built by specialists. These include
statistics produced and shared by governmental
and international organizations, such as INSEE,
the French national statistics institute 1 and Euro-
stat, the equivalent European Union office 2. Tech-
nically speaking, such statistics are multidimen-
sional tables, where a fact is a number, charac-
terized by one or more a dimensions, such as a ge-
ographical unit, time interval, and other categories
such as ”Education level”, etc. Unfortunately,
such data sources are significantly more complex
than relational tables, making their usage chal-
lenging. Consequently, despite the interest in such
sources, only a few works have used them for au-
tomatic fact-checking (Cao et al., 2018; Duc Cao
et al., 2019).

In our collaboration between computer scien-
tists and fact-checking journalists, we have de-
veloped, deployed, and continue to be extending
STATCHECK, a fact-checking system specialized
in the French media arena. STATCHECK builds

1https://www.insee.fr
2https://https://ec.europa.eu/eurostat
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upon the open-source code base of (Cao et al.,
2018; Duc Cao et al., 2019). We significantly im-
proved its data ingestion speed and more than dou-
bled its statistic corpus by adding Eurostat data.
Different from (Chen et al., 2020; Herzig et al.,
2020; Jo et al., 2019; Karagiannis et al., 2020;
Ciampaglia et al., 2015; Nie et al., 2019; Yoneda
et al., 2018; Aly et al., 2021), STATCHECK also in-
cludes a claim detection step, which saves journal-
ists’ time by focusing their attention on the claims
worth checking; our claim detection module sig-
nificantly outperforms the only one we know of
for French (Duc Cao et al., 2019).

Outline. Below, we start by presenting a set
of functional requirements derived from the jour-
nalist authors’ experience in Section 2. Next,
we describe the actual organization of statistic
databases, and the STATCHECK architecture, in
Section 3. Then, we explain how this architecture
is instantiated over two different sources, INSEE
and Eurostat, whose size and organization signif-
icantly vary, in Section 4; we ingest and index all
the data to support efficient search over it (Sec-
tion 5). Finally, our claim detection modules are
described in Section 6, then we conclude.

2 Fact-Checking Work Routine and
Requirements

The journalist authors are part of the same team,
specializing in fact-finding and fact-checking in
a French-speaking national media. The material
they author is disseminated through both the na-
tive and online media channels of their news orga-
nization. Their work is split among the two main
classes identified in (Juneja and Mitra, 2022):
short-term claim centric, focusing on the verac-
ity of statements made continuously by public fig-
ures, which need to be checked relatively quickly;
and long-term issue-centric, whereas individual
journalists maintain and increase their knowledge
of application topics, such as ”law enforcement”,
”education and research”, ”defense”, etc.

The short-term, claim-centric work raises sev-
eral requirements. First, journalists know whose
claims might interest their audience. Thus, they
need an interesting subset (selection) of social me-
dia content to be made available through a Web
platform. Journalists specify a set of social media
account handles (currently Twitter and Facebook),
and need the ability to modify this set themselves,
as people gravitate in and out of the public’s atten-

tion. Second, whenever claims about statistic en-
tities are made in this social media content sphere,
bringing these claims to their attention, isolating
them from the mass of social communication of
the figures they follow, saves journalists time and
effort. Third, as previously noted in (Cazalens
et al., 2018; Saeed and Papotti, 2021), data sources
relevant to a given claim must be quickly identi-
fied and as precisely as possible. This again saves
journalists time to search statistic data sources that
may be very large, i.e., Eurostat publishes thou-
sands of datasets, some with millions of rows.

The long-term, issue-centric work also bene-
fits from these functionalities, yet it is more open;
journalists may peruse claims for which they have
not identified relevant sources yet, but still ap-
preciate a recommendation of most likely check-
worthy claims. User-friendly means to filter mes-
sages considered check-worthy (Should messages
about the future, such as electoral promises, be
considered, or not? Is a number required in a sta-
tistical claim, or not?) are also appreciated.

Common to both kinds of work, the newsroom
involved in this project has the core tenet that any
verdict or judgment must be vetted by journal-
ists, since publishing it engages their professional
responsibility. This has a set of consequences.
(i) Journalists need to analyze the facts relevant
to a claim and interpret them in a nuanced way for
their audience. For instance, a difference of 5%
between a number stated in a claim, and the value
in a reference source, may be negligible or, on the
contrary, a serious attempt to mislead, depending
on the context. Thus, unlike prior systems (Chen
et al., 2020; Herzig et al., 2020; Jo et al., 2019;
Karagiannis et al., 2020), STATCHECK does not
compute a ”true/false” verdict, leaving this tasks
to journalists. (ii) For transparency and trust, links
to any fact on its original publishing site must be
provided together in the fact-check.

3 Fact-checking Based on
Multidimensional Statistics

A multidimensional dataset consists of a set of
facts, each having one value along a set of di-
mensions. For instance, Figure 1 (top) represents
a three-dimensional dataset: French departments
are on the horizontal axis, education levels on the
vertical axis, while years are on the third (depth)
axis. In each cell, the dataset stores the number
of students in the respective department, level of
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Figure 1: Multidimensional statistic data: conceptual
view (top), structure of actual published dataset (bot-
tom).

study, and year. In practice, actual Open Data
statistics published by the government or interna-
tional organizations are typically much more com-
plex, as shown at the bottom of Figure 1. First,
to save space, dimension values may be encoded
into short codes, e.g., ”HI” for ”High school”,
”MI” for ”Middle school”, etc.; a decoding dic-
tionary, associating a human-understandable term
to each code, is published with, or close to the
data cells. Although not shown in the figure, di-
mension names are similarly encoded. Second,
header cells, shown in yellow and green in the fig-
ure, may be mixed with data cells; this requires
effort to interpret them correctly. Note also that
there can be a hierarchy of headers, e.g., a dataset
at the granularity of departments may also include
region names, e.g., ”Île-de-France” and ”Grand
Est”, placed in the data files above, or close to,
the region header cells. Third, datasets may also
contain partially aggregated results, illustrated by
the orange box holding the sum of all facts for
one region (Grand Est), one education level (el-
ementary), and the three years. Fourth, for each
dataset, there may exist a separate, textual descrip-
tion, which contains a title, e.g., ”French student
population”, and other comments.
Data representation in files. In practice, a multi-
dimensional statistic dataset is published as a file,
which can be CSV, a spreadsheet etc. For that, it is
laid out in a bidimensional format, with some facts
on each line, and as many lines as needed. If the
data has more than two dimensions, which is of-
ten the case, this leads to row header cells encod-

ing several dimensions and their values, such as
”HI 2019”, ”MI 2019” etc. in the figure. The file
may start with the column headers (yellow), then
the encoded multidimensional row header cell ”EL
2019” followed by the four cells corresponding to
it, then a similar line for ”MI 2019”, a line for ”HI
2019”, followed by similar lines for 2020, then
2021 etc. Partially aggregated results are inter-
spersed between such lines.
Challenges. To exploit such datasets for fact-
checking, a set of challenges must be addressed.
The useful information, e.g., ”How many elemen-
tary school students were in Île-de-France region
in 2019?”, is a number in a cell. To find such infor-
mation, we must identify and store its relation-
ships with human-understandable descriptions
of its dimensions, such as ”Education level: Ele-
mentary school”. In this example, the question is
asked at a granularity (region) that is more coarse
than the granularity of the data. To find the answer,
we must exploit the fact that Paris and Essonne are
departments in the Île-de-France region. Further,
statistic claims may use similar but different lan-
guage, e.g., a claim may be made about ”pupils
in Île-de-France”. Linguistic knowledge must be
leveraged to connect the claim terminology with
that of the dataset. As mentioned in our require-
ments (Section 2), fine-granularity answers are
preferred, that is: if the answer consists of one
or a few cells only, those should be extracted from
the dataset and returned, to avoid journalists’ ef-
forts to search in potentially large files. Finally,
speed at scale is important, to enable journalists
to work efficiently.
Architecture. To address these challenges, based
on the requirements described in Section 2, we
have devised an architecture shown in Figure 2.
The modules in the lower row acquire and pro-
cess reference datasets (Section 4), e.g., statis-
tics about education in France. Those in the up-
per row acquire content to be fact-checked, e.g.,
a tweet stating: ”More teachers are needed to
educate 200K pupils in Île-de-France!”, extract
claims (Section 6), in this case ”200K pupils in Île-
de-France”, and identify the most relevant facts
for checking these claims, by searching the appro-
priately indexed reference datasets (Section 5).

4 Statistic Fact Database and Storage

By crawling, we acquired the complete INSEE
and Eurostat statistics, and store them as follows.
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Figure 2: STATCHECK architecture overview.

INSEE publishes each statistic report as an
HTML page containing a description (title and
comments on the data), and statistic tables in Ex-
cel or in HTML. As of May 2022, there are 60,002
Excel files (each of which may contain several ta-
bles) and 58,849 HTML tables. The table orga-
nization varies significantly across the datasets;
nested headers are frequent. The largest table has
50.885 lines. Following (Cao et al., 2017), to cap-
ture all the elements of an INSEE dataset, we turn
it in an RDF graph (www-rdf), where each data
cell, header cell, and partial aggregate becomes an
RDF node (URI). Each data cell or partial aggre-
gate node is connected, through an RDF triple, to
the cells corresponding to its closest header cells.
Thus, the number of elementary school students in
Paris in 2019 is connected to header cells labeled
”Paris”, respectively, ”Elementary school 2019”
(where ”EL 2019” was decoded using the dic-
tionary). Finally, each header cell is connected
through an RDF triple to its parent header cell.
This allows us to easily find out that the elemen-
tary school students in Paris in 2019 are also to
be counted as being in the Île-de-France region.
We also create an RDF node per dataset, which
is connected to all its header cells and to the tex-
tual title and comments (each modeled as an RDF
literal). The INSEE corpus lead to 7,362,538,629
RDF triples, including 22,366,376 header cells.
We store them in the Jena Fuseki server with the
TDB2 persistent back-end (www-tdb2).

Eurostat publishes 6,803 statistic tables, rang-
ing from 2 lines to 37 million lines, and 580 dic-
tionaries that, together, decode 243,083 statisti-
cal concepts codes into natural-language descrip-
tions, all of which we acquired in STATCHECK’
database. Together, the Eurostat data files total
414.908.786 lines. In Eurostat, dimension hier-
archies are described in the dictionaries; we store
these in memory. The statistic tables are simple-
structure TSV files, thus, storing each of them as a

table in a relational database was an option. How-
ever, their number is relatively high, and storing
a file in a database inevitably increases its storage
footprint. Therefore, to keep the data more com-
pact, in view also of future extensions of our plat-
form with more statistics from the World Health
Organization, World Development Index etc., we
store them as plain files, complemented by spe-
cialized indexes, as we explain below.

5 Statistic Search

Given a keyword query Q = {k1, k2, . . . , kn},
such as ”middle school pupils in Île-de-France in
2020”, the task we consider here is to find:

• the most relevant facts from our complete IN-
SEE and Eurostat corpus;

• or, if a concrete fact is not found, but some
datasets as a whole appear related to the
query, return those datasets.

There may be several fact- (or cell-) level as
well as dataset-level answers; we return a ranked
list based on their relevance.

We call metadata of a statistic dataset all the
natural-language elements that are part of or asso-
ciated with the dataset: its title, comments, and
human-understandable versions of all its header
values. We use L = {T,C,H} to denote the
set of the locations in which a term can appear
in metadata, respectively: the dataset title, a com-
ment, or a header. The locations are important
since a term appearing in a title is more signifi-
cant than one appearing in a header, and we exploit
this when retrieving the datasets most relevant for
a query (Section 5.1). Also, locations help deter-
mine whether a dataset matches some keywords
headers of different dimensions - in which case
the cell(s) at the intersection of those dimensions
likely have a very relevant result (Section 5.2).
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5.1 Dataset Indexing and Search
We split the metadata of each dataset d into a set of
tokens T = {t1, . . . , tN}, and remove stop words.
For each token t, we identify based on a Word2Vec
model the 50 tokens t′ closest semantically to t.
Next, for each appearance of a token t in a location
l within d, our term-location index ITL stores:
(i) the index entry (t, d, l) corresponding to the to-
ken actually found in d; and (ii) 50 entries of the
form (t′, d, l, dist), for the 50 tokens closest to t.
These extra entries enable answering queries on
terms close to (but disjoint from) the dataset con-
tent. For instance, when t is ”school”, t′ could be
”teacher”, ”pupil”, ”student”, etc. For fast access,
ITL is hosted in the Redis in-memory key-value
store (www-redis). To find the datasets relevant
for the queryQ, we look up the query keywords in
ITL, and consider relevant any dataset associated
with at least one keyword.

The above indexing mechanism leverages word
distances. Separately, we used geographic re-
sources, in particular (Eurostat, 2022) for EU lo-
cations, to make our system aware of the rela-
tionships between geographic units (cities, depart-
ments, regions) across Europe. This ensures that a
dataset is considered relevant if it mentions a ge-
ographic unit that includes or is included in the
query. It is important to identify geographic names
in the metadata. We have adopted the FlashText
algorithm (Singh, 2017), capable of finding, in a
dataset metadata of size N , one of M fixed key-
words in O(N) time complexity. This is much
faster than the O(NM) cost of regular expression
pattern matching used in the previous system (Cao
et al., 2018) and significantly sped up indexing of
the INSEE corpus3.

Coarser-grain indexing of Eurostat statistics
The large size of this corpus prevents cell- or row-
level metadata indexing, as the index might out-
grow the memory. Instead, we index occurrences
of statistical concept codes in datasets, as follows.
Let c be a Eurostat concept, e.g., ”EL”, appear-
ing in dataset d at a location l ∈ L, and dc be the
decoding of c, e.g., ”Elementary school” for ”EL”.
Let Tdc = {t1, t2, . . . , tN} be the tokens in dc, and
for 1 ≤ i ≤ N , let tji , for 1 ≤ j ≤ 50, be the to-
kens closest to ti. For each ti ∈ Tdc, we insert in
the term-dataset index IT , also stored in Redis:

3Together with other optimizations related to batching
calls to the Spacy tokenizer and pipelining the indexing with
the data acquisition process, this brought the total INSEE in-
dexing time from 29 hours to 4 minutes.

• a (ti, d, l) entry;

• for every tji similar to ti, an entry
(tji , d, l, dist, ti), where dist is the distance
between ti and tji .

Indexing the complete Eurostat data in this way
took around 4 minutes.

Given the query Q = {k1, . . . , kn}, we search
ICL and IT for entries of the form (ki, d, l) or
(ki, d, l, dist, k

′
i). Any dataset having an entry for

at least one ki is potentially interesting; we retain
the 20 highest-score ones.

Dataset ranking We rank datasets based on the
relevance score introduced in (Cao et al., 2018). It
is a weighted combination of the word distances
between the query keywords and the datasets’
metadata; the weights reflect the locations where
relevant terms appear in each dataset. We have
also experimented with the classic BM25 (Robert-
son and Zaragoza, 2009) computed over all the
datasets’ metadata, but the results were less good,
in particular, because BM25 does not handle
synonyms well. We also considered embed-
ding the query and the metadata using Sentence-
Bert (Reimers and Gurevych, 2019) and compar-
ing these with the query embedding, but opted not
to use it because, for our purposes, the term loca-
tion in the metadata is important, and treating the
metadata as a single text loses this information.

5.2 Data Cell Indexing and Search

Our next task is to extract results at the finest gran-
ularity level possible. Let d be one of the most in-
teresting datasets, and I(d) be the set of all index
entries for the query Q and d. For our sample
query Q and dataset in Figure 1, I(d) contains:

• For ”middle school”, header (H) entries for
”Middle school” (exact), as well as for ”High
school” and ”Elementary school” (similar); a
title (T ) entry for ”student” (similar); and a
comment (C) entry for ”school” (similar);

• For ”pupils”,H , T , andC entries for the sim-
ilar words above;

• For ”Île-de-France”, an exact H entry, and
two similar H entries for ”Paris” and ”Es-
sonne”;

• For ”2020”, exact H entries.
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If I(d) only features title (T ) or comment (C)
locations, then d is pertinent as a whole, and we
do not search for cell-level answers.

On the contrary, if I(d) has several header en-
tries (having l = H), matching two or more dis-
tinct query keywords (or close terms), this means
that d holds some fine-granularity results for the
query. If I(d) holds an entry along each dataset
dimension d, these entries, together, designate ex-
actly one cell, which we should return. Otherwise,
the result is a collection of all the cells from d char-
acterized by the dimension values designated by
the entries in I(d).

In our example, we should return the cells for
”MI 2019”, ”2020”, and locations ”Paris” and ”Es-
sonne”, which belong to Île-de-France. For that:

1. If d is an INSEE dataset, I(d) contains the
headers of the respective row and column
headers. Then, the cell is identified by asking
a SPARQL (W3C, 2013) query, evaluated by
Fuseki, as in (Cao et al., 2018). The query re-
quests ”all the data cells from dataset dwhose
closest header cells are those from I(d)”.

2. If d is an Eurostat dataset, I(d) only specifies
that ”some row (column) headers match”, and
more effort is needed to identify the relevant
cells. A Eurostat file has at most a few dozen
columns, but it may have tens of millions of
rows.

• To find the column referred to by an I(d)
entry whose key is k, we search for k in
the first (header) line of d.

• To identify the relevant rows efficiently,
we created another index IR on the Eu-
rostat data files, inspired by the Adap-
tive Positional Map of (Alagiannis et al.,
2015). IR stores the positions, in the
data file of d, of the rows containing a
certain keyword k in their header. We
store IR directly as a binary file on disk.

• Knowing the rows and column indexes,
we read those row(s) from d, and extract
from them the relevant data cell(s).

Using Fuseki, cell extraction takes 35ms up to
2.86s. On Eurostat, using IR, we record 4.76µs up
to 2.66s. The lower bound is higher for INSEE
because we have to pass SPARQL queries across
a connection to the Fuseki server.

6 Claim Detection

A claim is a statement to be validated, that is, we
aim to establish if it is true or false. The validation
is achieved by finding related statements, called
evidence, which back up or disprove the claim. In
our work, the claims are detected in an input text,
while the evidence is retrieved from a set of trusted
sources, our reference datasets. Our platform de-
tects claims from text stored in .txt, .odt, .docx or
.pdf files, and from the Twitter and Facebook posts
of public figures. Our platform regularly retrieves
the most recent updates of a predefined group of
users for posts.

6.1 Statistical Claim Detection

Previous work addresses statistical claim detec-
tion in a supervised manner by predicting statis-
tical entity-value pair from text patterns (Vlachos
and Riedel, 2015). In (Duc Cao et al., 2019),
the authors introduced a statistical claim detec-
tion method that given an input set of statisti-
cal entities, e.g. chômage, coefficient budgétaire)
and a sentence, it retrieves all the statistical
statements of the form 〈statistical entity,

numerical value, and unit, date〉 present in
the sentence. The statistical statement, if present,
represents the statistical claim to be verified. The
statistical entities and units are retrieved using ex-
act string matching, while the date is extracted us-
ing HeidelTime (Strötgen and Gertz, 2010), a time
expression parser. If the parser finds no date, the
posting timestamp is used. More context about the
claim to be verified is found using a Named Entity
Recognition (NER) model, which returns organi-
zations and locations. We note, however, that the
organization and location are optional, while a sta-
tistical statement is not complete without one of its
three elements. The initial statistical entity list is
constructed from the reference datasets by taking
groups of tokens from the headers of tables, we
refer to (Duc Cao et al., 2019) for more details.

We improved this method to optimize both its
speed and the quality of extractions. We refer to
the two methods as OriginalStatClaim (Duc Cao
et al., 2019) and StatClaim. We first performed
a more careful match between the tokens of a
sentence and our input statistical entities. Using
the syntactic tree of the sentence and a lemma-
tizer, statistical entities are matched using their
lemma and are extended to contain the entire nom-
inal group of the matched token. Numerical val-
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ues are associated with units using both lemmas
matching from our set of units and syntactic anal-
ysis. Units can be a noun following a numerical
value or a nominal group containing one or more
units. (e.g. ”millions d’euros”). As in the origi-
nal approach, if we retrieve a statistical statement
of the form 〈statistical entity, numerical

value, and unit, date〉, we have found a claim
to verify. In the default setting of our algorithm,
a claim should contain all three elements. In ad-
dition, we filter out claims from sentences whose
verb is in the future tense or the first person since
these are promises about the future and not ver-
ifiable. Journalists found, however, that these
may also be interesting for their long-term, issue-
centric work (Juneja and Mitra, 2022). Thus,
STATCHECK allows them to turn the future and
first-person filters on and off.

6.2 Check-worthy Claim Detection

To complement the statistical claim detection
model, we developed a model that is not condi-
tioned on a set of initial statistical entities. The
model classifies a sentence as check-worthy or
not, where check-worthiness is defined as sen-
tences containing factual claims that the gen-
eral public will be interested in learning about
their veracity (Arslan et al., 2020). We lever-
aged the ClaimBuster dataset (Arslan et al., 2020),
containing check-worthy claims in English from
the U.S. Presidential debates, to train a cross-
lingual language model, XLM-R (Conneau et al.,
2019), which can perform zero-shot classification
on French sentences after training on English data.

The ClaimBuster dataset ClaimBuster is a
crowd-sourced dataset where the sentences from
the 15 U.S. presidential elections debates from
1960 to 2016 have been annotated. The labels are
Non-Factual Sentences (NFS), Unimportant Fac-
tual Sentences (UFS) or Check-Worthy Factual
Sentences (CFS). The dataset contains 23K sen-
tences, and the authors produced a subset of higher
quality of 11K sentences for training models on
classification tasks. In this smaller dataset, the
NFS and UFS labels are grouped as negative la-
bels, and the CFS labels are considered positive.
We chose this higher-quality dataset to fine-tune
the XLM-R model.

Fine-tuning the XLM-R model The XLM-R
model is a Transformer-based masked language
model trained on one hundred languages with

Dataset P R F1 score
ClaimBuster 0.883 0.848 0.865
French tweets 0.612 0.769 0.682

Table 1: Evaluation of the fine-tuned XLM-R model.

Models P R F1 score
OriginalStatClaim 0.692 0.466 0.557
StatClaim 0.833 0.517 0.638
CheckWorthyClaim 0.701 0.915 0.794

Table 2: Model evaluation on verifiable numerical
claims.

Models P R F1 score
OriginalStatClaim 0.282 0.688 0.400
StatClaim 0.333 0.750 0.462
CheckWorthyClaim 0.195 0.938 0.323

Table 3: Model evaluation on INSEE statistical claims.

2.5TB of Common Crawl data. It achieves state-
of-the-art results on multilingual tasks such as the
XNLI benchmark (Conneau et al., 2018), while
remaining competitive on monolingual tasks. We
used a pretrained model with a vocabulary size of
250K, 12 hidden layers of size 768 and 12 atten-
tion heads. We used a weighted cross-entropy loss
to account for the unbalanced ratio of labels. The
dataset was split into train, dev and test datasets
with a ratio of 80%/%10%/10%.

Evaluation To optimize the performance, we
trained the model with different hyperparameters.
The best results were obtained with a learning rate
of 5 · 10−5, a batch size of 64, and using the
AdamW optimizer. To evaluate the performance
of the different models on French data, we anno-
tated 200 randomly sampled French tweets and la-
beled them as check-worthy or not following the
definition in (Arslan et al., 2020). Two annota-
tors labeled each tweet; in the golden standard, a
tweet is deemed check-worthy if both annotators
agree on it, and not check-worthy otherwise. The
Cohen Kappa score for inter-annotator agreement
is 0.6, which is considered moderate to substan-
tial agreement. The results can be found in Ta-
ble 1. The performance on this test set is encour-
aging, however lower than on the original English
dataset. This is expected given the zero-shot set-
ting, as the tweets’ format and vocabulary might
differ from the ones in the training dataset.
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Figure 3: Screen captures of STATCHECK’ GUI. Top: statistic search interface with sample query result (data cell
with row header in blue and column header in red); bottom: tweet analysis interface.

6.3 Integration and Evaluation of the Claim
Detection Models

We evaluate the claim detection models, (Origi-
nalStatClaim (Duc Cao et al., 2019), StatClaim
and CheckWorthyClaim), on a set of 1595 tweets.
Each tweet was labeled with two classes: ”Verifi-
able numerical claim” (True if the tweet contains
at least one numerical and verifiable claim”) and
”INSEE statistical claim” (True if the tweet con-
tains at least one numerical, statistical claim verifi-
able against the INSEE dataset”). We chose these
two labels as the first one gives us an indication of
the tweets that can be verified if we had unlimited
access to resources, while the second class iden-
tifies the tweets verifiable in the setting in which
we have access to only one resource. We gath-
ered 1595 random tweets from our scraped dataset
to construct our set. Then, we automatically de-
tected if a tweet contained a numerical value, if
not, the tweet was labeled as negative for both
classes. After that first step, we manually labeled
the remaining 101 tweets. Two annotators labeled
each tweet, and the gold standard was chosen as
True if both annotators agreed. For the class ”ver-
ifiable numerical claim”, we obtained a Kappa
inter-Annotator Agreement score of 0.917 (almost
perfect agreement), and 59 tweets were labeled as
positive. For the class ”INSEE statistical claim”
we obtained an inter-annotator Agreement score of
0.807 (substantial agreement) and 16 tweets were
labeled as positive.

Evaluation procedure For StatClaim and Orig-
inalStatClaim, a tweet is considered positive if
models return at least one extracted statistical
statement. Our StatClaim was used in its default
configuration: extractions with numerical values
and without verbs conjugated in the future or in
the first person. For CheckWorthyClaim, a tweet

is considered positive if the model returns a check-
worthy score > 0.9. We report the results in Ta-
ble 2 and Table 3. StatClaim performs better than
the original at detecting INSEE verifiable claims,
and CheckWorthyClaim vastly outperforms both
models on the detection of numerical claims, as
they are a subset of check-worthy sentences that
the model was trained to detect.

Finally, we evaluate the performance of our
model directly against the journalist authors’ prior
manual work. For example, during the 2022
French presidential debate, the journalist team
highlighted 29 of the 1954 uttered sentences and
fact-checked them. The XLM-R model, on the
other hand, classifies 443 of these sentences as
check-worthy, and 27 of the 29 sentences chosen
by the journalists are correctly classified. In other
words, our model reduces by 77% the number
of sentences to consider while retaining 93% of
the sentences the journalists actually want to fact-
check, saving the journalists considerable time
without them missing too many important claims.

Default claim detection strategy. By default,
STATCHECK uses StatClaim for statistical claim
detection. However, given the good performance
of CheckWorthyClaim on numerical claims, we
allow users to switch to it, even if we might not be
able to verify them against the reference datasets.

7 Conclusion and Perspectives

Fact-checking journalists need automated tools to
help scale up their daily work. We developed
the STATCHECK tool, which allows the journal-
ist authors to focus their attention directly on
check-worthy statements falling into one of two
overlapping classes: those that can be checked
based on statistics from two major institutions; and
those that human users find interesting, even if the
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data to back up the checks is not present in the
database. STATCHECK is in daily use in the fact-
checking team; Figure 3 illustrates its GUI.

Quantitative question answering based on open
data is gaining interest (Ho et al., 2020, 2022).
In our continuing collaboration, we will work to
extend STATCHECK with more multidimensional
statistic datasets from national governments and
international organizations.
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A Multidimensional Datasets Example

A.1 Insee

(a) An Insee table

(b) Insee multidimensional statistic dataset view

Figure 4: Example of Insee dataset

A.2 Eurostat

(a) An example of an encoded eurostat table

Statistical Code Statistical Concept
FR FMCZ FR FMEE DZAOUDZI airport -SAINT DENIS GILLOT airport
FR FMCZ FR LFML DZAOUDZI airport -MARSEILLE-PROVENCE airport
FR FMCZ FR LFPG DZAOUDZI airport -PARIS-CHARLES DE GAULLE airport
FR FMCZ FR LFPO DZAOUDZI airport -PARIS-ORLY airport
FR FMCZ KE HKJK DZAOUDZI airport -NAIROBI/JOMO KENYATTA INTL. TWR/APP/NOF/MET/CIVIL AIRLINES airport
FR FMCZ KM FMCH DZAOUDZI airport -MORONI/PRINCE SAID IBRAHIM airport
FR FMCZ KM FMCV DZAOUDZI airport -ANJOUAN/OUANI airport
FR FMCZ MG FMMI DZAOUDZI airport -ANTANANARIVO/IVATO airport
FR FMCZ MG FMNM DZAOUDZI airport -MAHAJANGA/PH. TSIRANANA airport
FR FMCZ MG FMNN DZAOUDZI airport -NOSY-BE airport
FR FMEE AU YSSY SAINT DENIS GILLOT airport -SYDNEY/SYDNEY (KINGSFORD SMITH) INTL airport
FR FMEE CN ZGGG SAINT DENIS GILLOT airport -GUANGZHOU/BAIYUN airport
FR FMEE FR FMCZ SAINT DENIS GILLOT airport -DZAOUDZI airport
FR FMEE FR FMEP SAINT DENIS GILLOT airport -SAINT PIERRE PIERREFONDS airport
FR FMEE FR LFBD SAINT DENIS GILLOT airport -BORDEAUX-MERIGNAC airport
FR FMEE FR LFBO SAINT DENIS GILLOT airport -TOULOUSE/BLAGNAC airport

(b) An subsample of a dictionnary used to decode the encoded
table (a)

(c) The decoded Eurostat table

(d) Eurostat multidimensional statistic dataset view

Figure 5: Example of Eurostat dataset
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