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ABSTRACT
A computing job in a big data system can take a long time to run,
especially for pipelined executions on data streams. Developers
often need to change the computing logic of the job such as fixing
a loophole in an operator or changing the machine learning model
in an operator with a cheaper model to handle a sudden increase
of the data-ingestion rate. Recently many systems have started
supporting runtime reconfigurations to allow this type of change
on the fly without killing and restarting the execution. While the
delay in reconfiguration is critical to performance, existing systems
use epochs to do runtime reconfigurations, which can cause a long
delay. In this paper we develop a new technique called Fries that
leverages the emerging availability of fast control messages in many
systems, since these messages can be sent without being blocked by
data messages. We formally define consistency in runtime reconfig-
urations, and develop a Fries scheduler with consistency guarantees.
The technique not only works for different classes of dataflows, but
also works for parallel executions and supports fault tolerance. Our
extensive experimental evaluation on clusters show the advantages
of this technique compared to epoch-based schedulers.
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1 INTRODUCTION
Big data systems are widely used to process large amounts of data.
Each computation job in these systems can take a long time to
run, from hours to days or even weeks to finish. Applications that
require timely processing of input data often use pipelined dataflow
execution engines [1, 8, 9], for example, in the scenarios of process-
ing real-time streaming data, or answering queries progressively
to provide early results to users. In these applications, when a long
running job continuously processes ingested data, developers often
need to change the computing logic of the job without disrupting
the execution, as illustrated in the following example.
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Consider a data-processing pipeline for payment-fraud detec-
tion shown in Figure 1. This simplified dataflow resembles many
real-world applications [12, 29]. A stream of payment tuples is con-
tinuously ingested into the dataflow, with each tuple containing
payment information such as customer, merchant, and amount. The
dataflow uses two machine learning (ML) operators 𝐹𝐶 and 𝐹𝑀 to
detect fraud based on customer and merchant information.
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Figure 1: An example data-processing pipeline for fraud de-
tection processing continuously ingested data.

Consider two example use cases in this dataflow.Use case 1: fixing
loopholes in operators. After observing unexpected tuples from the
Sink, the user identifies a loophole in the operator 𝐹𝑀 . She wants
to update this operator to incorporate new rules to fix the loophole,
without stopping the execution. Use case 2: handling surges of data
arrival rate. Suppose the data arrival rate suddenly increases, and
as a result, the end-to-end processing latency becomes larger. The
user finds that the ML operator 𝐹𝑀 is the bottleneck. To reduce
the latency, she wants to “hot-replace” the expensive ML model
(e.g., a neural network) with a lightweight model (e.g., a decision
tree) to improve its performance, thus reduce the processing la-
tency. Again, she wants to make the change without stopping the
execution. These examples show the importance of allowing devel-
opers to change the dataflow execution “on the fly.” We call such
changes runtime reconfigurations. This problem has gained a lot of
interest in the research areas of software engineering [28], mobile
computing [18, 30], and distributed systems [19, 21]. Recently, users
of dataflow systems also show the need for runtime reconfigura-
tions [14, 15, 29] and more systems start supporting this important
feature [7], such as Amber [20], Chi [22], Flink [32], and Trisk [23].

Naturally there is a delay from the time a user requests a recon-
figuration to the time its changes take effect in the target operators.
This delay is critical to the performance of the system. For example,
in use case 1, the user wants to fix the loophole as soon as possible
since a large reconfiguration delay can cause financial losses. In use
case 2, a large delay in mitigating the surge can cause the system
to suffer longer in terms of long latency and wasting of computing
resources. Thus we want this delay to be as low as possible.

A main limitation of existing systems supporting runtime recon-
figurations is that they could have a long reconfiguration delay. In
these systems, after a reconfiguration request is submitted, they
need to wait for all the in-flight tuples to be processed by those
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target reconfiguration operators, as well as those earlier operators
in the dataflow, before the requested changes can be applied on
the target operators. This delay could be very long, when there are
many in-flight tuples, or some of these operators are expensive,
especially for operators using advanced machine learning models
and those implemented as user-defined functions (UDF’s).

In this paper, we develop a novel technique, called “Fries,” to
perform runtime reconfigurations with a low delay. It leverages
the emerging availability of fast control messages in many systems
recently. A fast control message, “FCM” for short, is a message ex-
changed between the controller in the data engine and an operator
without being blocked by data messages. Figure 2 shows an example
of handling a reconfiguration request of two operators 𝐹𝑀 and𝑀𝐶

using FCM’s. Upon a reconfiguration request, the controller sends
an FCM to each of the two operators, and each of them applies the
new configuration immediately after receiving the message. Since
FCM’s are sent separately from data messages, these changes can
reach the target operators much faster.
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Figure 2: Handing a runtime reconfiguration of operators
𝐹𝑀 and𝑀𝐶 using fast control messages (FCM’s).

We will show in Section 4.1 that the naive way of using FCM’s
can cause consistency issues in Figure 2. It has unexpected side
effects, e.g., producing incorrect results on the output tuples, or
even causing the operator𝑀𝐶 to crash. This example shows several
challenges in developing Fries: 1) What is the meaning of “con-
sistency” in this reconfiguration context? 2) How to ensure this
consistency while reducing their delay? 3) How to deal with differ-
ent types of operators and support parallel executions? We study
these challenges and make the following contributions.

• We analyze epoch-based reconfiguration schedulers and
show their limitations (Section 3).

• We formally define consistency of a reconfiguration based
on transactions (Section 4).

• We first consider a simple class of dataflows that have one-
to-one operators only, and develop a Fries scheduler that
guarantees consistency (Section 5).

• We then consider the general class of dataflows with one-to-
many operators, and extend the Fries scheduler (Section 6).

• We extend Fries to more general cases, such as dataflows
with blocking operators and multiple workers (Section 7).
• We conduct an extensive experimental study to evaluate

Fries in various scenarios and show its superiority com-
pared to epoch-based schedulers (Section 8).

1.1 Related Work
Reconfiguration systems. Recently, many data-processing sys-
tems have started to support reconfigurations. Flink [8] supports

reconfiguration by taking a savepoint [13], killing the running job,
then restarting the job with the new configuration. This approach is
disruptive to the dataflow execution. Spark Streaming [2, 36] uses a
mini-batch-based execution strategy and supports reconfiguration
between mini-batches. Chi [22] enables runtime reconfiguration
by propagating epoch markers in its data stream. Trisk [23] pro-
vides an easy-to-use programming API for reconfigurations. The
approaches in these systems are all based on epochs, which can have
a long reconfiguration delay, as analyzed in Section 3. Fries relies
on FCM’s to perform reconfigurations with a low delay. Noria [16]
uses dataflows to incrementally maintain materialized views. It
supports reconfigurations of view definitions, which require the
new views to be recomputed from entire base tables. In Fries, an
update of a dataflow only affects the future tuples. The input tuples
that are already processed by the dataflow are not affected.
Re-scaling systems. Some systems [11, 17, 25] support updating
the dataflow for re-scaling. For example, Megaphone [17] based
on timely dataflow [26] supports a fine-granularity re-scaling and
Rhino [25] based on Flink supports re-scaling with very large states.
Fries focuses on reconfiguring the computation functions of opera-
tors, which is different from re-scaling.
Transactions in dataflow systems. S-Store [24] and the work
in [5] are systems that allow streaming dataflows and OLTP work-
loads to access a shared mutable state. Although both systems do
not support reconfigurations directly, we could map a reconfigura-
tion to these systems. S-Store defines transactions on the processing
of each input batch on a single operator. This model cannot express
our consistency requirements in reconfigurations. The work in [5]
treats a dataflow as a black box, thus it has the limitation of not
being able to utilize the properties of the dataflow and its operators
to reduce the reconfiguration delay. Fries can do so to achieve this
reduction. Both earlier systems are only on a single node, while the
Fries scheduler can run on a distributed engine on a cluster.
Transactions in database systems. Transactions are widely stud-
ied in traditional database systems (e.g., [3, 4, 34]). A uniqueness in
transactions in our work is that they treat operations in a recon-
figuration as a separate transaction, which is handled differently
from data transactions. In addition, Fries does optimizations by
utilizing special properties in our problem setting, including the
DAG shape of a dataflow, and types of operators, e.g., one-to-one
and one-to-many. Moreover, the Fries scheduler uses FCM’s and
epoch markers to schedule transactions without locking.

2 PROBLEM SETTINGS
2.1 Data-Processing Model
A data-processing system runs a computation dataflow job repre-
sented as a directed acyclic graph (DAG) of operators. Each operator
receives tuples from its input edges, processes them, and sends tu-
ples through its output edges. An operator contains a computation
function 𝑓 represented as

𝑓 : (𝑠, 𝑡) →
(
𝑠′, {(𝑡 ′1, 𝑜

′
1), . . . , (𝑡

′
𝑛, 𝑜
′
𝑛)}

)
.

The function processes a tuple 𝑡 at a time with a state 𝑠 of the
operator, produces a set of zero or more output tuples {𝑡 ′1, . . . , 𝑡

′
𝑛},

where each tuple 𝑡 ′
𝑖
has a receiving operator 𝑜′

𝑖
. The operator also
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updates its state to 𝑠′. The system has a module called controller
that manages the execution of the job, handles requests from the
user, and exchanges messages with operators during the execution.

For simplicity, we first focus on dataflows under the following
assumptions. (1) A dataflow contains pipelined operators only, such
as selection, projection, union, and other tuple-at-a-time operators.
We consider a class of join operators where the operator first collects
all the tuples from one input (e.g., the “build” input of a hash join),
then starts processing tuples from the other input (e.g., the “probe”
input of a hash join). We consider the processing of tuples from
the second input of join. (2) Each operator has a single worker. We
relax these assumptions in Section 7.

As an example, consider a data-processing pipeline for payment-
fraud detection shown in Figure 1. The example dataflow uses two
machine learning (ML) operators for fraud detection. The first one,
denoted as 𝐹𝐶 , keeps a state of the 5 recent tuples of each customer.
For each input tuple, 𝐹𝐶 updates the state and feeds the 5 recent
tuples of the customer into an ML model. The predicted probability
𝑝𝑐 (5) is attached as a new column of the tuple. The second one,
denoted as 𝐹𝑀 , keeps a state of the 5 recent tuples of each merchant.
Similarly, it uses an ML model to generate a predicted probability
𝑝𝑚 (5), and attaches it as a new column of the tuple. Finally, the
model combiner𝑀𝐶 uses 𝑝𝑐 (5) and 𝑝𝑚 (5) of each tuple to compute
the final average probability with the weights [0.4, 0.6].

2.2 Runtime Reconfiguration
Definition 2.1 (Runtime reconfiguration). During the execution of

a dataflow, an update to the computation functions of its operators
is a runtime reconfiguration of this execution.

Formally, a reconfigurationR is a set of operators with a function
update 𝜇 (𝑜𝑖 ) for each operator 𝑜𝑖 , i.e.,

R = {(𝑜1, 𝜇 (𝑜1)), . . . , (𝑜𝑛, 𝜇 (𝑜𝑛))}.
Each operator 𝑜𝑖 has a function-update operation 𝜇 (𝑜𝑖 ). This opera-
tion applies a pair

〈
𝑓 ′𝑜𝑖 ,T𝑜𝑖

〉
to the operator, where 𝑓 ′𝑜𝑖 is a new com-

putation function of the operator. T𝑜𝑖 is a state transformation that
converts the operator’s original state 𝑠 to a new state 𝑠∗ = T𝑜𝑖 (𝑠),
which can be consumed by 𝑓 ′𝑜𝑖 . In this paper, we consider the case
where there is one reconfiguration at a time.

In the running example, suppose the user identifies a flaw in
the dataflow and wants to reconfigure the two operators 𝐹𝑀 and
𝑀𝐶 . Specifically, the user wants to change 𝐹𝑀 to output an addi-
tional probability value 𝑝𝑚 (10), which is predicted using the 10
recent tuples of each merchant. The operator𝑀𝐶 needs to be up-
dated to combine all three probabilities (𝑝𝑐 (5), 𝑝𝑚 (10), and 𝑝𝑚 (5))
with the new weights [0.4, 0.4, 0.2]. Table 1 shows the old and new
configurations of the two reconfiguration operators.

Table 1: Operator executions during a reconfiguration.

𝐹𝑀’s output 𝑀𝐶 weights
Old configuration 𝑝𝑚 (5) [0.4, 0.6]
New configuration 𝑝𝑚 (10), 𝑝𝑚 (5) [0.4, 0.4, 0.2]

Note that the new configuration of an operator can require a
state different from that of the old configuration. In this case, the

reconfiguration can use a state transformation to migrate the old
state to the new one. For example, the old configuration of operator
𝐹𝑀 keeps the last 5 payment tuples for eachmerchant. However, the
new configuration of 𝐹𝑀 needs the last 10 tuples for each merchant.
The user provides a state transformation T for operator 𝐹𝑀 , to
instruct the system in transferring operator 𝐹𝑀’s old state to the
new one. In this example, the user chooses to fill the new state with
the 5 tuples from the old state and 5 additional 𝑛𝑢𝑙𝑙 values.

3 EPOCH-BASED RECONFIGURATION
SCHEDULERS AND LIMITATIONS

In this section, we explain epoch-based reconfiguration schedulers
and show their limitation of long delays.

3.1 Epoch-Based Schedulers
Dataflow epoch. A stream of tuples processed by the system can
be divided into consecutive sets of tuples, where each set is called
an epoch [6]. One way to create epochs is to use epoch markers. At
the start of a new epoch, an epoch marker is injected to each source
operator. The epoch marker is propagated along the data stream
using the following protocol [6]. When an operator receives an
epoch marker from an input channel, it performs epoch alignment
by waiting for all its inputs to receive an epoch marker, then sends
the marker downstream. Figure 3 shows two epochs during the
execution of the fraud-detection dataflow. An epochmarker injected
between 𝑡4 and 𝑡5 divides the input stream into two epochs. The
epoch marker indicates the end of epoch 1 and the start of epoch 2.
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Customer

Fraud 
Detector 
Merchant

FC FM

Model 
Combiner

MC

t1
Source Sink

t2t3t4t5

Epoch 1

t6

Epoch 
Marker

Epoch 2

data processed  
with new configuration

data processed  
with old configuration

Figure 3: An epoch-based reconfiguration scheduler in
Chi [22]. It uses an epoch barrier to apply the new configura-
tion to operators 𝐹𝑀 and𝑀𝐶 at the start of Epoch 2.

Epoch-based reconfiguration schedulers. An epoch-based re-
configuration scheduler handles a reconfiguration request by ap-
plying the new configuration of an operator between two epochs.
Considering the aforementioned method to generate epochs, the
following is an implementation adopted by Chi [22]. We call this im-
plementation “Epoch Barrier Reconfiguration” scheduler, or “EBR”
in short. Upon a reconfiguration request, the controller starts a new
epoch and piggybacks the reconfiguration in the epoch marker.
When a reconfiguration operator receives epoch markers from
all its inputs, it applies the new configuration. The operator then
processes the input tuples in the next epoch using the new configu-
ration. Figure 3 shows the process of handling a reconfiguration
of operators 𝐹𝑀 and𝑀𝐶 using the EBR scheduler. When operator
𝐹𝑀 receives the epoch marker, it applies the new configuration,
and propagates the marker to operator 𝑀𝐶 . When operator 𝑀𝐶

receives the epoch marker, it also applies the new configuration.
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3.2 Limitations: Long Reconfiguration Delays
A major limitation of epoch-based reconfiguration schedulers is
a long reconfiguration delay, which is from the time a request is
submitted to the time the new configuration takes effect in the
target operators. In particular, the system needs to process all the
in-flight tuples before the new epoch. Take the EBR scheduler in
Figure 3 as an example. Operator 𝐹𝑀 needs to finish processing the
in-flight tuples 𝑡3 and 𝑡4. In general, this delay could be long due
to the following reasons. First, the dataflow can contain multiple
expensive operators that make the processing of an epoch slow.
Second, the number of in-flight tuples could be large, especially
when the system is under high workload. We may want to reduce
the number of in-flight tuples by decreasing the buffer size. How-
ever, a smaller buffer can be easily filled by a minor fluctuation in
the input ingestion rate. When the buffer is full, the system triggers
back-pressure, which can decrease the throughput. Moreover, a
small buffer size causes the networking layer to transmit data in
small batches, which introduces additional transmission overhead.

4 SCHEDULING RECONFIGURATIONS USING
FAST CONTROL MESSAGES

In this section, we introduce a new type of reconfiguration sched-
ulers based on fast control messages (FCM’s). We present a naive
scheduler and show its issues. We then formally define consistency
of a reconfiguration.

Definition 4.1 (Fast Control Message). A fast control message,
“FCM” for short, is a message exchanged between the controller
and an operator without being blocked by data messages.

There are many ways to implement fast control messages. One
approach is to set up a new communication channel between the
controller and an operator. The channel is separate from existing
data channels, and the FCM can bypass data messages. Another way
is to transmit the FCM using existing data channels, but assigning
a higher priority to the FCM. The FCM is first sent to a source
operator of the workflow, then propagated along the edges to the
target operator , and it bypasses data messages in each data channel.

4.1 FCM-based Schedulers
Naive FCM scheduler. A main benefit of using FCM’s to schedule
reconfigurations compared to epoch-based schedulers is that FCM’s
have a much smaller delay. A naive scheduler leverages this benefit
as follows. The controller sends an FCM directly to each reconfigu-
ration operator. When an operator receives an FCM, it applies the
new configuration immediately after finishing the processing of its
current tuple. We use Figure 2 to explain how the naive scheduler
works in a reconfiguration of two operators 𝐹𝑀 and𝑀𝐶 . Using this
scheduler, the controller sends an FCM directly to each of the two
operators 𝐹𝑀 and𝑀𝐶 . The FCM carries the new function 𝑓 ′ and
the state transformation T of the corresponding operator. These
operators update their configuration after receiving their FCM.

While this naive scheduler has a low reconfiguration delay, it
could generate an undesirable reconfiguration schedule. Notice
that the scheduler does not coordinate the updates to these two
operators that run independently. Consider the in-flight tuple 𝑡𝑖 ,
which is processed by 𝐹𝑀 using its old configuration. Suppose the

𝑀𝐶 switches to the new configuration before the arrival of 𝑡𝑖 . Then
tuple 𝑡𝑖 is processed by 𝑀𝐶 using its new configuration. The tu-
ple contains two probability values 𝑝𝑐 (5) and 𝑝𝑚 (5), but the new
configuration of𝑀𝐶 expects three probability values. This schema
mismatch could have unexpected side effects, such as producing
an incorrect result, or even causing the operator𝑀𝐶 to crash. This
example shows the importance for the reconfiguration to be per-
formed in a synchronized manner. In particular, we want a tuple to
be processed by the two reconfiguration operators either using the
old configuration or using the new configuration.
FCM multi-version scheduler. To ensure a tuple is processed
by the same configuration of multiple operators, we can use the
following FCM-based multi-version scheduler that maintains mul-
tiple configurations of an operator at the same time. The controller
first sends an FCM to each reconfiguration operator. Each oper-
ator keeps both the old configuration and the new one. After all
operators have received the FCM, each source operator increments
its version number, which is tagged to each source tuple. For each
input tuple, an operator checks the tuple’s tagged version number,
chooses the corresponding configuration version to process the
tuple, and tags the same version number to the output tuples. As an
example, in Figure 4, after the new configuration is sent to operator
𝐸, the source operators then tag subsequent output tuples 𝑡3 and 𝑡4
with the new version 𝑣2.
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Figure 4: Using an FCMmulti-version scheduler, an operator
processes a tuple based on its version tag.

This scheduler has two problems. First, each reconfigured opera-
tor may need to keep two sets of states for two configurations, and
these states could be very large (e.g., large hash tables or machine
learning models). Second, this scheduler still suffers from a possible
high reconfiguration delay. In particular, similar to the case of the
EBR scheduler, there can be a large amount of in-flight tuples that
are already tagged with the old version and they still need to be
processed with the old configuration (e.g., 𝑡1 and 𝑡2 in Figure 4).

4.2 Reconfiguration Consistency
We formally define the consistency requirements in this context.
At a high level, we treat the processing of a single source tuple
by multiple operators as one transaction, and a reconfiguration as
another transaction. We use conflict-serializability to define the
consistency of a schedule of a reconfiguration.

Definition 4.2 (Scope of a source tuple). The scope of a source tuple
𝑡 of a dataflow𝑊 , denoted as S(𝑊, 𝑡), is a pair (S, ≼S), where S
is a set of tuples and ≼S is a partial order on S, defined as follows:

(1) The source tuple is in S.
(2) For each tuple 𝑠 in S, if an operator processes the tuple 𝑠

and produces zero or more output tuples {𝑠′1, . . . , 𝑠
′
𝑛}, all

the produced tuples are also inS. For each tuple 𝑠′
𝑖
, we have

the order 𝑠 ≺ 𝑠′
𝑖
in ≼S .
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For instance, in Figure 5, a source tuple 𝑡 is ingested into the
dataflow from the source operator 𝐴 and processed by operators 𝐶 ,
𝐷 , 𝐸, 𝐹 , and𝐻 . The scope of 𝑡 includes the tuples on the highlighted
edges and their partial order defined as their edges on the DAG.

G
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t1 t3
t4

t2

t5A

Figure 5: Scope of a source tuple in a dataflow.

Definition 4.3 (Data operation). The data operation of a tuple 𝑠 is
the processing of 𝑠 by its receiving operator 𝑜 , denoted as 𝜙 (𝑠, 𝑜).

Definition 4.4 (Data transaction). For a dataflow𝑊 and a source
tuple 𝑡 in𝑊 , let (S, ≼S) be the scope of 𝑡 . The data transaction
of 𝑡 is a pair (Φ, ≼Φ), where Φ is the set of data operations of the
tuples in S, and ≼Φ is a partial order on Φ. For two data operations
𝜙 (𝑡𝑖 , 𝑜𝑖 ) and 𝜙 (𝑡 𝑗 , 𝑜 𝑗 ) in Φ, we have 𝜙 (𝑡𝑖 , 𝑜𝑖 ) ≺ 𝜙 (𝑡 𝑗 , 𝑜 𝑗 ) in ≼Φ if
and only if 𝑡𝑖 ≺ 𝑡 𝑗 is in ≼S .

For instance, in Figure 2, tuple 𝑡 has the following data transac-
tion 𝑇1:

𝑇1 : [𝜙 (𝑡, 𝐹𝐶), 𝜙 (𝑡, 𝐹𝑀), 𝜙 (𝑡, 𝑀𝐶)] .
In the data transaction, “𝜙 (𝑡, 𝐹𝐶)” is a data operation representing
the processing of this tuple 𝑡 by the 𝐹𝐶 operator.

Definition 4.5 (Function-update transaction). The function-update
transaction of a reconfiguration R = {(𝑜1, 𝜇 (𝑜1)), . . . , (𝑜𝑛, 𝜇 (𝑜𝑛))}
on a dataflow𝑊 is the set {𝜇 (𝑜1), . . . , 𝜇 (𝑜𝑛)}, where each 𝜇 (𝑜𝑖 ) is
a function-update operation in R.

For instance, the reconfiguration in Figure 2 has the following
function-update transaction 𝑇2:

𝑇2 : {𝜇 (𝐹𝑀), 𝜇 (𝑀𝐶)}.
In the function-update transaction, “𝜇 (𝐹𝑀)” is a function-update op-
eration representing that the operator 𝐹𝑀 switches to the new con-
figuration. Note that the order of different operations in a function-
update transaction does not matter because they update different
operators and are independent of each other.

Definition 4.6 (Conflicting operations). A data operation 𝜙 (𝑡, 𝑜)
and a function-update operation 𝜇 (𝑜′) are said to be conflicting if
𝑜 = 𝑜′, i.e., they are on the same operator. They are said to be not
conflicting if 𝑜 ≠ 𝑜′.

For instance, in Figure 2, operations𝜙 (𝑡, 𝐹𝑀) and 𝜇 (𝐹𝑀) are con-
flicting because they are on the same operator. Operations 𝜙 (𝑡, 𝐹𝐶)
and 𝜇 (𝐹𝑀) are not conflicting as they are on different operators.

Definition 4.7 (Schedule). A schedule of a set of transactions
𝑇1, . . . ,𝑇𝑘 is the set of all the operations in those transactions with a
partial order. The schedule is called serial if for each pair of transac-
tions 𝑇𝑖 and 𝑇𝑗 , 𝑇𝑖 ’s operations in the schedule are either all before
those in 𝑇𝑗 or all after those in 𝑇𝑗 .

In this paperwe only consider schedules that include one function-
update transaction and many data transactions.

Definition 4.8 (Conflict-equivalence). Two schedules 𝑆1 and 𝑆2
of the same set of transactions are said to be conflict-equivalent if
∀𝑜𝑖 , 𝑜 𝑗 ∈ 𝑆1, if 𝑜𝑖 and 𝑜 𝑗 are conflicting, and 𝑜𝑖 is before 𝑜 𝑗 in 𝑆1,
then 𝑜𝑖 is also before 𝑜 𝑗 in 𝑆2.

Definition 4.9 (Conflict-serializable). A schedule is said to be
conflict-serializable if it is conflict-equivalent to a serial schedule of
the same set of transactions.

In the rest of the paper, when a partial order of a data transaction
or a schedule defines a total order, for simplicity, we just show
the transaction or the schedule as a sequence. We use the running
example in Figure 1 to explain these concepts.

• 𝑆1 is a schedule of the two transactions 𝑇1 and 𝑇2:

𝑆1 : [𝜙 (𝑡, 𝐹𝐶), 𝜇 (𝐹𝑀), 𝜙 (𝑡, 𝐹𝑀), 𝜇 (𝑀𝐶), 𝜙 (𝑡, 𝑀𝐶)] .

• 𝑆2 is a serial schedule of the two transactions:

𝑆2 : [𝜇 (𝐹𝑀), 𝜇 (𝑀𝐶), 𝜙 (𝑡, 𝐹𝐶), 𝜙 (𝑡, 𝐹𝑀), 𝜙 (𝑡, 𝑀𝐶)] .

In particular, all 𝑇2’s operations in this schedule are before
those in 𝑇1.

• 𝑆1 and 𝑆2 are conflict-equivalent. For example, for the con-
flicting pair 𝜇 (𝐹𝑀) and 𝜙 (𝑡, 𝐹𝑀), the former is before the
latter in both schedules.

• 𝑆1 is conflict-serializable because it is conflict-equivalent
to the serial schedule 𝑆2.

• 𝑆3 is not a conflict-serializable schedule:

𝑆3 : [𝜙 (𝑡, 𝐹𝐶), 𝜙 (𝑡, 𝐹𝑀), 𝜇 (𝐹𝑀), 𝜇 (𝑀𝐶), 𝜙 (𝑡, 𝑀𝐶)] .

We can show that 𝑆3 is not conflict-equivalent to any serial
schedule. Intuitively, it has two pairs of conflicting oper-
ations, namely [𝜙 (𝑡, 𝐹𝑀), 𝜇 (𝐹𝑀)] and [𝜇 (𝑀𝐶), 𝜙 (𝑡, 𝑀𝐶)],
and their corresponding transaction orders are different.

𝑆3 is the “bad” schedule generated by the naive FCM scheduler in
Section 4.1, in which tuple 𝑡 is processed using the old configuration
of 𝐹𝑀 and the new configuration of 𝑀𝐶 . Schedule 𝑆1 is a “good”
schedule since 𝑡 is processed entirely using the new configurations
of both operators 𝐹𝑀 and 𝑀𝐶 and the aforementioned schema-
mismatch issue does not happen.
Consistency of epoch-based schedulers. Consider the example
in Figure 1. The aforementioned schedule 𝑆1 in Section 4.2 is pro-
duced by the EBR epoch-based scheduler, where the epoch marker
is propagated before tuple 𝑡 . We can show that the EBR approach
can always produce a conflict-serializable schedule. We can also
show that in general, an epoch-based scheduler always produces
conflict-serializable schedules.

5 DATAFLOWSWITH ONE-TO-ONE
OPERATORS ONLY

In this section, we consider the case where a dataflow contains
one-to-one operators only. We propose a scheduler called Fries,
which uses FCM’s to achieve low reconfiguration delay and still
guarantees conflict-serializability of produced schedules.

Definition 5.1 (One-to-one operator). An operator is called one-
to-one if its processing function emits at most one (tuple, receiving
operator) pair for each input tuple.
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This type includes operators such as projection, filter, map func-
tion, equi-join on key attributes, and union.

Definition 5.2 (One-to-many operator). An operator is called one-
to-many if its processing function can emit more than one output
(tuple, receiving operator) pair for an input tuple.

This type includes operators such as join on non-key attributes
and flatten function. In the rest of this section, we consider dataflows
where all operators in the dataflow are one-to-one.

5.1 Conflict-Serializable Schedules Produced by
the Naive FCM-based Scheduler

Section 4.1 shows an example dataflow and a reconfiguration where
the naive FCM-based scheduler produces a non-conflict-serializable
schedule. Next we use an example to show that the naive sched-
uler can still guarantee conflict-serializability for some types of
dataflows and reconfigurations.

Example 5.3. Suppose we want to use the naive FCM-based
scheduler to handle a reconfiguration of the two operators 𝐶 and
𝐷 as shown in Figure 6. Operator 𝑋 is a one-to-one operator that
splits the output tuples to operators𝐶 and 𝐷 . In this case, we have a
data transaction 𝑇3 = [𝜙 (𝑡1, 𝑋 ), 𝜙 (𝑡1,𝐶]), another data transaction
𝑇4 = [𝜙 (𝑡2, 𝑋 ), 𝜙 (𝑡2, 𝐷]), and a function-update transaction 𝑈 =

[𝜇 (𝐶), 𝜇 (𝐷)]. The controller sends two separate FCM’s to 𝐶 and 𝐷 .
Consider a possible schedule with 𝑇3, 𝑇4, and𝑈 :

𝑆4 : [𝜙 (𝑡1, 𝑋 ), 𝜇 (𝐶), 𝜙 (𝑡1,𝐶), 𝜙 (𝑡2, 𝑋 ), 𝜇 (𝐷), 𝜙 (𝑡2, 𝐷)] .
Schedule 𝑆4 is conflict-serializable because it is conflict-equivalent
to the serial schedule [𝑈 ,𝑇3,𝑇4]. Interestingly, we can show that all
schedules produced by the naive FCM-based scheduler in Figure 6
are conflict-serializable.

Controller

X
C

DOne-to-One

FCM

FCM t1

t2

Figure 6: An example dataflow with a reconfiguration on
operators 𝐶 and 𝐷 . The naive FCM-based scheduler always
produces a conflict-serializable schedule.

Onemightwonderwhy the two examples in Figure 2 and Figure 6
are different in the conflict-serializability of the produced schedules.
The main reason is that in Figure 2, a tuple can be processed by
operators 𝐹𝑀 and𝑀𝐶 , and both of them are in the reconfiguration.
But there is no synchronization between the data operations and the
function-update operations, causing the non-conflict-serializability.
While in Figure 6, a tuple is processed by only one of the two paths
through either𝐶 or𝐷 . On each path, there is a single operator in the
reconfiguration, thus the data operations and the function-update
operations are always synchronized.

Next, we introduce a concept called “minimal covering sub-DAG,”
which is used to represent the synchronization components. We
then describe the Fries scheduler using this concept, and prove that
this scheduler can always produce a conflict-serializable schedule.

5.2 Minimal Covering Sub-DAG (MCS)
Definition 5.4 (Minimal covering sub-DAG). Given a DAG 𝐺 =

(𝑉 , 𝐸), and a set of vertices𝑀 ⊆ 𝑉 , a minimal covering sub-DAG
𝐺 ′ = (𝑉 ′, 𝐸′) is defined as follows:

(1) 𝑀 ⊆ 𝑉 ′;
(2) ∀𝐴, 𝐵 ∈ 𝑀 , if there is a path from𝐴 to 𝐵, then all the vertices

and edges on the path are in 𝑉 ′ and 𝐸′, respectively;
(3) 𝐺 ′ is minimal, i.e., no proper sub-DAG of𝐺 ′ can satisfy the

above two conditions.

Figure 7 shows the minimal covering sub-DAG for the dataflow
graph in Figure 5 and the set of operators {𝐶, 𝐹,𝐺} in the re-
configuration. The sub-DAG is: 𝑉 ′ = {𝐶, 𝐷, 𝐸, 𝐹,𝐺} and 𝐸′ =

{𝐶→𝐷,𝐶→𝐸, 𝐷→𝐹, 𝐸→𝐹 }. In general, we can show that there is a
unique MCS given a DAG and a set of vertices, and we can compute
the MCS using an algorithm with an 𝑂 (𝑉 + 𝐸) time complexity.

D
FCA H

GB
Controller

E

FCM

FCM

Figure 7: Two components of the minimal covering sub-DAG
used in the Fries scheduler are highlighted in red.

5.3 The Fries Scheduler
The Fries scheduler uses components of the MCS to schedule the
reconfiguration. A component is a maximal sub-DAG of the MCS
where every pair of vertices in the component are connected by a
path, ignoring the direction of edges. For example, the sub-DAG in
Figure 7 has two components, each marked in a red box. The com-
ponents of the MCS can be also computed using an algorithm [10]
with an 𝑂 (𝑉 + 𝐸) time complexity.

The Fries scheduler is formally described in Algorithm 1. We
first construct the minimal covering sub-DAG from the original
dataflow DAG and operators in the reconfiguration (lines 1 and 2).
We compute the components within the MCS (line 3). For each
component in the MCS, the controller sends an FCM to the “head”
operators, i.e., those with no input edges in the component. The
head operators then start propagating an epoch marker within the
component (lines 4 to 6). Specifically, when an operator receives
an epoch marker, it performs marker alignment on the input edges
in its component. An operator sends an epoch marker only to its
downstream operators in its component.

As an example, in Figure 7, the controller sends an FCM to op-
erator 𝐶 , which is the only head operator of the first component.
The controller also sends an FCM to operator 𝐺 , which is the only
head operator of the second component. When𝐶 receives the FCM,
it applies the new configuration and starts propagating an epoch
marker to operators 𝐷 and 𝐸. These operators then forward the
marker to operator 𝐹 . When 𝐹 receives the marker from both 𝐷

and 𝐸, it applies the new configuration and stops the marker prop-
agation. When operator𝐺 receives the marker, it applies the new
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Algorithm 1 The Fries Scheduler (for dataflows with one-to-one
operators only)
Input: 𝐺 = (𝑉 , 𝐸)
Input: R = {(𝑜1,𝑈1), . . . , (𝑜𝑛,𝑈𝑛)}
1: 𝑀 ← {𝑜1, . . . , 𝑜𝑛}
2: 𝐺 ′ ← 𝑓 𝑖𝑛𝑑𝑀𝐶𝑆 (𝐺,𝑀)
3: C1, . . . , C𝑝 ← 𝑓 𝑖𝑛𝑑𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 (𝐺 ′)
4: for each C ← C1, . . . , C𝑝 do
5: send an FCM to the each head operator in C
6: start propagating an epoch marker within C

configuration and does not send out an epoch marker. We can show
that the Fries scheduler can always produce a conflict-serializable
schedule. Due to space limitations, we refer interested readers to
the extended version [33] for the full proof.

The reconfiguration delay of the Fries scheduler is decided by
the size of each MCS component, which is the number of edges in
the component. Compared to the EBR scheduler, the FCMs sent to
the head of each MCS component are not blocked by the processing
of data by the upstream operators. Within each MCS component,
the Fries scheduler still relies on epoch markers. In the extreme
case where the MCS covers the entire dataflow graph, the Fries
scheduler essentially becomes the epoch-based scheduler, where
the FCMs are sent to all source operators and the epoch markers
need to be propagated through the entire dataflow.

6 DATAFLOWSWITH ONE-TO-MANY
OPERATORS

In this section we consider dataflows with one-to-many operators.

6.1 Challenges
Figure 8 shows a part of a dataflow with a one-to-many Join opera-
tor, which joins each input tuple with theMerchants table. When a
tuple contains purchases from multiple merchants, Join generates
multiple output tuples. For instance, the tuple 𝑡1 joins with three
merchants and produces the tuples 𝑡2, 𝑡3, and 𝑡4. The Split operator
splits the stream based on merchant information and sends differ-
ent tuples to the two merchant fraud-detector operators 𝐹𝑀𝑋 and
𝐹𝑀𝑌 . The prediction results are combined by a Union operator.
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Figure 8: Reconfiguration of operator 𝐹𝑀1 in a dataflow with
a one-to-many Join operator. An incorrect MCS generated by
Algorithm 1 is highlighted in blue. The correct MCS gener-
ated by Algorithm 2 is highlighted in red.

Based on Definition 4.4, 𝑡 has the following data transaction 𝑇5:

Φ 𝑖𝑛 𝑇5 : {𝜙 (𝐹𝐶, 𝑡), 𝜙 (𝐽 , 𝑡1), 𝜙 (𝑆𝑃, 𝑡2), 𝜙 (𝑆𝑃, 𝑡3), 𝜙 (𝑆𝑃, 𝑡4),
𝜙 (𝐹𝑀𝑋, 𝑡5), 𝜙 (𝐹𝑀𝑋, 𝑡6), 𝜙 (𝐹𝑀𝑌, 𝑡7), 𝜙 (𝑈1, 𝑡8), 𝜙 (𝑈1, 𝑡9), 𝜙 (𝑈1, 𝑡10)}.

We use an example to show that when reconfiguring a dataflow
with one-to-many operators, a naive adoption of the Fries scheduler
in Algorithm 1 can produce a non-conflict-serializable schedule.
Consider a reconfiguration of operator 𝐹𝑀𝑋 in Figure 8.Algorithm 1
adds the only reconfiguration operator 𝐹𝑀𝑋 to the set𝑀 and com-
putes the MCS with one component, which contains the operator
𝐹𝑀𝑋 and no other edges. Algorithm 1 ignores the Join operator be-
cause it is not in the reconfiguration. The method sends an FCM to
𝐹𝑀𝑋 . This operator does not propagate the FCM to its downstream
operators because it is the only operator in the MCS component.
Suppose the FCM sent to operator 𝐹𝑀𝑋 arrives after the tuple 𝑡5
and before the tuple 𝑡6 in the same transaction. Then this sched-
uler produces the following schedule with a total order of the data
operations and the function-update operations:

𝑆5 : [𝜙 (𝐹𝐶, 𝑡), 𝜙 (𝐽 , 𝑡1), 𝜙 (𝑆𝑃, 𝑡2), 𝜙 (𝑆𝑃, 𝑡3), 𝜙 (𝑆𝑃, 𝑡4), 𝝓(𝑭𝑴𝑿, 𝒕5),

𝝁(𝑭𝑫1), 𝝓(𝑭𝑴𝑿, 𝒕6), 𝜙 (𝐹𝑀𝑌, 𝑡7), 𝜙 (𝑈 , 𝑡8), 𝜙 (𝑈 , 𝑡9), 𝜙 (𝑈 , 𝑡10)] .

We can show that the schedule 𝑆5 is not conflict-serializable.
Intuitively, as indicated in the operations in bold, tuple 𝑡5 is pro-
cessed by 𝐹𝑀𝑋 with the old configuration, and tuple 𝑡6 in the same
transaction is processed by 𝐹𝐷2 with the new configuration.

6.2 Extending the Fries scheduler
We extend the Fries scheduler Algorithm 1 to produce a conflict-
serializable schedule for a dataflow with one-to-many operators
and a function-update transaction. Intuitively, for a one-to-many
operator, each of its descendant operators could receive multiple
input tuples that belong to the same data transaction. In Figure 8,
operator 𝑆𝑃 receives three tuples (𝑡2, 𝑡3, and 𝑡4), and operator 𝐹𝑀𝑋

receives two tuples (𝑡5 and 𝑡6) in the same data transaction.
Consider a reconfiguration that includes the operator 𝐹𝐷1. The

function-update operation 𝜇 (𝐹𝐷1) can be conflicting with the data
operations of tuples 𝑡5 and 𝑡6 (in the same data transaction) in the
same operator. To guarantee a conflict-serializable schedule, these
two data operations must synchronize with 𝜇 (𝐹𝑀𝑋 ) to ensure that
both data operations are either before 𝜇 (𝐹𝑀𝑋 ) or after 𝜇 (𝐹𝑀𝑋 ). In
other words, 𝜇 (𝐹𝑀𝑋 ) cannot be scheduled in the middle of these
two data operations. Notice that the Join operator is the earliest
ancestor one-to-many operator of the reconfiguration operator
𝐹𝑀𝑋 . If an FCM is sent to an operator 𝑂 after the Join operator,
since the operator 𝑂 could possibly generate multiple data oper-
ations for the same data transaction, the FCM can be injected in
the middle of these data operations, causing the schedule to be not
conflict-serializable. Based on these observations, to guarantee the
conflict-serializability, we can start the synchronization from the
Join operator using an epoch marker. Recall that the Fries scheduler
starts the epoch marker propagation from the head operators of
a component in the MCS. The MCS is constructed using a set of
operators 𝑀 , which includes the reconfiguration operator 𝐹𝑀𝑋 .
To make sure the Join operator is treated as a head operator in a
component, we add the operator to𝑀 before computing the MCS.
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Algorithm 2 The Fries Scheduler (for general dataflows with one-
to-many operators)
Input: A dataflow 𝐺 = (𝑉 , 𝐸)
Input: A reconfiguration R = {(𝑜1,𝑈1), . . . , (𝑜𝑛,𝑈𝑛)}
1: 𝑀 = {𝑜1, . . . , 𝑜𝑛}
2: for each reconfiguration operator 𝑜𝑖 in {𝑜1, . . . , 𝑜𝑛} do
3: A ← set of ancestor one-to-many operators of 𝑜𝑖
4: E ← 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝐸𝑎𝑟𝑙𝑖𝑒𝑠𝑡𝐴𝑛𝑐𝑒𝑠𝑡𝑜𝑟𝑠 (A)
5: 𝑀 ← 𝑀 ∪ E
6: . . . same as Algorithm 1 line 2-6

Algorithm 2 shows the extended Fries scheduler, with the part
in the box showing the differences compared to the original Fries
scheduler in Algorithm 1. When constructing the MCS, apart from
adding the operators in the reconfiguration to𝑀 (line 1), we also
add to 𝑀 all the earliest one-to-many ancestor operators of each
reconfiguration operator 𝑜𝑖 (lines 2 to 5). This step is done by first
finding the set of ancestor one-to-many operators of 𝑜𝑖 , denoted as
A, then finding the earliest ones inA. Notice that a reconfiguration
operator could have more than one earliest ancestor one-to-many
operator. For example, in Figure 8, suppose the operators 𝐹𝑀𝑋 and
𝐹𝑀𝑌 are the only one-to-many operators in the dataflow. Then the
reconfiguration operator𝑈 has both 𝐹𝑀𝑋 and 𝐹𝑀𝑌 as its earliest
ancestor one-to-many operators according to the partial order of
the DAG. We do the modification in the box because we want to
start the synchronization from these one-to-many operators with
the reconfiguration operators using epoch markers. The remaining
steps are the same as in Algorithm 1.

As an example, in Figure 8, the only one-to-many operator is
the Join operator 𝐽 . Because the reconfiguration operator 𝐹𝑀𝑋 ’s
earliest ancestor one-to-many operator is 𝐽 , we add 𝐽 to𝑀 when
constructing the MCS. The resulting MCS includes a single compo-
nent with operators 𝐽 , 𝑆𝑃 , and 𝐹𝑀𝑋 , together with their edges. The
controller injects an FCM to operator 𝐽 , which propagates an epoch
marker within the component to operator 𝐹𝑀𝑋 . We can show that
the extended Fries scheduler still guarantees conflict-serializability
of its produced schedule. The full proof can be found in [33].

6.3 Reducing delay by MCS pruning
For dataflows with one-to-many operators, the reconfiguration
delay can be long when there are many intermediate operators
between the head of an MCS component and a reconfiguration
operator in the component. To address this limitation, we improve
the Fries scheduler in Algorithm 2 by using pruning rules to re-
move one-to-many operators that do not need to be synchronized.
Algorithm 3 shows the addition of a pruning step. In line 4, we call
a function pruneAncestors that applies pruning rules to each of the
ancestor one-to-many operators to decide it can be pruned.

Next, we introduce two pruning rules that are used in the im-
proved Fries scheduler.
1. Edge-wise one-to-one pruning rule. Figure 9 (I) shows a part
of a dataflowwith aReplicate operator, denoted as𝑅𝐸. This operator
replicates each input tuple to produce two output tuples and sends
each of them to operators𝐶 and𝐷 . 𝑅𝐸 is a one-to-many operator by
Definition 5.2. Suppose all other operators in this dataflow are one-
to-one operators. Using Algorithm 2, the Fries scheduler includes

Algorithm 3 The Fries Scheduler with a Pruning Process
1: 𝑀 = {𝑜1, . . . , 𝑜𝑛}
2: for each reconfiguration operator 𝑜𝑖 in {𝑜1, . . . , 𝑜𝑛} do
3: A ← set of ancestor one-to-many operators of 𝑜𝑖
4: 𝒑𝒓𝒖𝒏𝒆𝑨𝒏𝒄𝒆𝒔𝒕𝒐𝒓𝒔(A)

5: E ← 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝐸𝑎𝑟𝑙𝑖𝑒𝑠𝑡𝐴𝑛𝑐𝑒𝑠𝑡𝑜𝑟𝑠 (A)
6: 𝑀 ← 𝑀 ∪ E
7: . . . same as Algorithm 1 line 2-6

operators 𝑅𝐸, 𝐶 , and 𝐸 in the MCS, as shown in the red box in
Figure 9 (I). This is because 𝑅𝐸 is the earliest one-to-many ancestor
operator of the reconfiguration operator 𝐸.
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Figure 9: Example reconfigurations on dataflows with a repli-
cate operator. (I): The MCS can be pruned. (II) and (III): the
MCS’s cannot be pruned.

Although operator 𝑅𝐸 is a one-to-many operator, for an input
tuple, the operator outputs a single tuple on each edge. For the re-
configuration operator 𝐸, it only receives a single tuple in each data
transaction. Therefore, there is no need for operator 𝐸 to synchro-
nize with operator 𝑅𝐸. The MCS only contains operator 𝐸, as shown
in the blue box in Figure 9. Figure 9 (II) and (III) show dataflows
where the MCS with a replicate operator cannot be pruned. In Fig-
ure 9 (II), for each tuple processed by operator 𝐸, the corresponding
replicated tuple must be processed by the same version of oper-
ator 𝐹 . We can achieve the goal by starting the synchronization
from 𝑅𝐸. In Figure 9 (III), operator 𝑋 receives all the replicated
tuples in each data transaction. Therefore we also need to start the
synchronization from the one-to-many operator 𝑅𝐸.

Next, we formally describe the pruning rule. We prune an an-
cestor one-to-many operator 𝐴 of a reconfiguration operator 𝑜𝑖 if
the following conditions are true. (1) On each of its output edges, 𝐴
emits at most one tuple for each input tuple. (2) The𝐴 has only one
output edge 𝑒 connected to a downstream reconfiguration operator,
and this output edge 𝑒 is connected to 𝑜𝑖 . Intuitively, condition
(1) ensures that 𝐴 behaves like a one-to-one operator on each of
its output edges. Condition (2) ensures that the reconfiguration
transaction of 𝑜𝑖 affects only one output tuple of 𝐴 sent on edge
𝑒 . As analyzed in Section 6.2, a one-to-many operator 𝑂 needs to
be included in the MCS to ensure multiple output tuples of 𝑂 are
processed using the same configuration. In this case, only a single
output tuple of 𝐴 is affected by the reconfiguration. Therefore, 𝐴
can be pruned from the set of operators used to construct the MCS.
2. Uniqueness pruning rule.

Next, we show another example of pruning an one-to-many
operator. In Figure 10, operator 𝐸 is reconfigured. Each input tuple
is first replicated by operator 𝑅𝐸. The replicated tuples are sent to
operators 𝐶 and 𝐷 . They are then combined to a single tuple using
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a Self-Join operator 𝑆 𝐽 on the primary key. Algorithm 2 computes
the sub-DAG from operator 𝑅𝐸 to operator 𝐸 as the MCS, as shown
in the red box in Figure 10. However, operator 𝑆 𝐽 ensures that it
generates at most one output tuple for input tuple from the source.
Therefore, 𝑅𝐸 does not need to be synchronized and the MCS can
only contain 𝐸 without 𝑅𝐸, as shown in the blue box. In general,
we prune an ancestor one-to-many operator 𝐴 of a reconfiguration
operator 𝑜𝑖 if on each path from 𝐴 to 𝑜𝑖 , there exists an operator 𝑂
that has the following uniqueness property: operator 𝑂 generates
at most one output tuple for each data transaction. In the running
example, 𝑆 𝐽 is such an 𝑂 operator and 𝑅𝐸 can be pruned.

RE
C

DReplicate

A SJ E

Self-Join

Figure 10: Operator 𝑅𝐸 can be pruned from the set of opera-
tors used to construct the MCS.

7 EXTENSIONS
In this section, we consider how the Fries scheduler handles dataflows
with blocking operators and parallel dataflows with multiple work-
ers per operator. Note that the Fries scheduler also affects checkpoint-
based fault-tolerance in a parallel setting, due to limited space, we
discuss how to support fault-tolerance in the extended version [33].

7.1 Dataflows with Blocking Operators
We now consider how the Fries scheduler works on dataflows con-
taining blocking operators, such as aggregation and sort. Consider
a blocking operator 𝐵. All operators before 𝐵 need to run to their
completion before the operators after 𝐵 start to run. In other words,
the operators before 𝐵 and those after 𝐵 never execute at the same
time. Based on this observation, we can use the blocking operators
in a dataflow to divide the dataflow into multiple sub-dataflows,
with each of them containing pipelined operators only. Then we
run Fries on each sub-dataflow during its execution.

7.2 Multiple Workers for an Operator
In a parallel execution engine, each operator can have multiple
workers, with each worker processing a data partition. We map
a single-worker dataflow 𝐺 = (𝑉 , 𝐸) to a parallel dataflow 𝐺∗ =
(𝑉 ∗, 𝐸∗), where each operator 𝑣 in𝑉 is mapped to multiple parallel
workers 𝑣1, . . . , 𝑣𝑝 in 𝑉 ∗, where 𝑝 is the number of workers of
the operator. We map a reconfiguration R specified on the single
worker dataflow 𝐺 to a new reconfiguration R∗ on the parallel
dataflow𝐺∗ of𝐺 . Figure 11 shows part of a parallel dataflow based
on Figure 8, with two workers per operator. For each function
update 𝜇 (𝑜𝑖 ) on an operator 𝑜𝑖 in 𝑅, we map it to a set of function
updates on all the workers of 𝑜𝑖 , i.e., {(𝑜1𝑖 , 𝜇 (𝑜𝑖 )), . . . , (𝑜

𝑝

𝑖
, 𝜇 (𝑜𝑖 ))} in

𝑅∗. For example, the reconfiguration on operator 𝐹𝑀𝑋 is mapped to
a reconfiguration on the corresponding workers 𝐹𝑀𝑋1 and 𝐹𝑀𝑋2.

Notice that the parallel dataflow 𝐺∗ is also a DAG. Algorithm 3
can be directly run on 𝐺∗ with R∗. The generated MCS is high-
lighted in red in Figure 8. The Fries scheduler treats a worker of an
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S2 J1 

J2 

M2

SP1

SP2

FMX1 

FMX2 

FMY1 

FMY2 

U1 

U2 M1

Figure 11: A reconfiguration on a parallel dataflow.
operator to have the same property (one-to-one or one-to-many)
as the operator in hash and range partitioning. For example, both
workers of the Join operator are treated as one-to-many operators.
When using the broadcast strategy, a worker replicates an output
tuple to all its downstream workers. In this case, the Fries treats it
as if a Replicate operator is added after the worker. The pruning
techniques described in Section 6.3 can still be used.

8 EXPERIMENTS
In this section, we present the results of experiments of different
reconfiguration schedulers and show the benefits of Fries.

8.1 Setting
Datasets. We used three datasets shown in Table 2. Dataset 1 had
24M tuples of credit card payments with 12 attributes [27], such as
the customer, merchant, date, amount, and chip usage. Dataset 2
was constructed by grouping the credit card payments per user in
dataset 1. Each record had a user and a list of payments by the user.
We used this dataset to utilize a one-to-many unnest operator to
split a payment list into multiple records. Dataset 2 was generated
using the TPC-DS benchmark [31] with a scale factor of 100.

Table 2: Datasets used in the experiments.

Dataset Table Attribute # Tuple #
1 Credit card payment 12 24M
2 Credit card payment aggregated per user 2 20K

3
Catalog sales 34 144M
Store sales 23 288M
Web sales 34 71M

Workflows. We constructed workflows as shown in Figure 12.
Workflow𝑊1 simulated a fraud detection application. A user-based
inference operator saved 10 recent payments per use as state and
used an LSTM auto-encoder [35] to predict the probability of fraud.
On top of𝑊1, workflow𝑊4 and𝑊5 included an additional merchant-
based inference operator. It saved 50 recent payments per merchant
as state and used a similar LSTM auto-encoder to do inference.
Workflow𝑊2 was constructed based on TPC-DS query 40. Work-
flow𝑊3 was constructed based on TPC-DS query 71. All the join
operators in these workflows were one-to-one operators because
they join a primary key with a foreign key. We only considered the
pipelined sub-DAG of each dataflow. In Figure 12, we highlighted
all the pipelined edges considered in the experiments in red.
Reconfigurations. For workflow 𝑊1, we performed configura-
tions with one operator. For the other workflows, we performed
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Figure 12: Workflows used in the experiments. Pipelined
edges are highlighted in red.

reconfigurations with multiple operators. The methods of choosing
reconfiguration operators will be described in each experiment.
Schedulers. For the epoch-based scheduler, we implemented the
EBR scheduler of Chi [22] (described in Section 3). As Chi was
not open source, we implemented this scheduler on top of Flink,
and used Flink’s aligned checkpoint barriers as epoch markers. For
fair-comparison purposes, we implemented Fries also on top of
Flink. In the implementation, FCM’s sent from the controller to
a specific worker of an operator were implemented using Flink’s
RPC messages. The epoch markers propagated within an MCS
component were implemented on top of Flink’s checkpoint barriers.
System environment. All the experiments were conducted on the
Google Cloud Platform (GCP). The execution was on a GCP dat-
aproc cluster with 1 coordinator machine and 10 worker machines.
All the machines were of type n1-highmem-4 with Ubuntu 18.04.
The job controller of Flink ran on the coordinator. The coordinator
machine had a 2TB HDD, while each worker machine had a 250GB
HDD. To separate computation and storage, we stored the datasets
in an HDFS file system on another cluster with 6 e2-highmem-4
machines, each with 4 vCPU’s, 32 GB memory, and a 500GB HDD.
For all the schedulers, we used Flink release 1.13 and Java 8.

8.2 Choke Point Analysis of Workflows
There were various choke points in the workflows where the recon-
figuration delay between two operators was very high. We analyzed

these choke points in the experiment workflows by computing the
average reconfiguration delay between two operators using the
EBR scheduler and showed the numbers on top of each edge in
Figure 12. The numbers represented the delay from the time when
the upstream operator applied the reconfiguration and sent out
epoch markers, to the time when the downstream operator aligned
all the epoch markers and applied the reconfiguration. Some edges
are marked asN/A because the two connected operators were fused
to a single operator chain. The other edges perform re-partition
operations, thus the two connected operators are not chained.

We had the following observations. 1) Expensive operators usu-
ally created choke points in the workflow. For example, in𝑊 4, both
expensive inference operators had a high delay of around 140 sec-
onds after𝑈 1. 2) Stragglers also created choke points. For example,
in𝑊 5, there was a delay of 877.4s between 𝐹𝐷3 and 𝑆1 because one
of the 𝐹𝐷3 workers was a straggler. Recall that due to the epoch
alignment step, 𝑆1 had to receive all the checkpoint barriers before
applying the reconfiguration. 𝑆1 was blocked when waiting for the
straggler 𝐹𝐷3 worker to finish. 3) Choke points depended on the
amount of data in each operator’s input data channel. For example,
in both𝑊 2 and𝑊 3, the initial joins had larger delays compared to
other joins. Since tuples were filtered by every join, the joins near
the sink received less data and they had a lower delay.

8.3 Benefits of Short Reconfiguration Delay:
Reducing End-to-end Tuple Latency

A main advantage of Fries was its short delay compared to epoch-
based schedulers. To show the benefits of this advantage, we consid-
ered a scenario for𝑊1 as shown in Figure 13, where the developer
needed to hot-replace the model in the user-based inference opera-
tor 𝐹𝐷 during the execution to deal with a sudden surge of input
data. In𝑊1, we set the number of workers for operators (except
for the source and sink) to 40. The maximum throughput of 𝐹𝐷
was around 1, 600 tuple/s. The source operator started with an ini-
tial ingestion rate of 1, 000 tuples/s. At 𝑡 = 100𝑠 , we increased the
ingestion rate to 2, 000 tuples/s. At 𝑡 = 120𝑠 , we replaced the orig-
inal LSTM model in 𝐹𝐷 with a cheaper LSTM model with fewer
parameters to speed up the processing. At 𝑡 = 200𝑠 , we further
increased the rate to 9, 000 tuples/s. At 𝑡 = 220𝑠 , we performed
another reconfiguration to deploy a simple decision-tree model.
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Figure 13: Effect of mitigating surges of data-ingestion rate
by different schedulers (𝑊1 on dataset 1).
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Figure 13 shows the average end-to-end latency of output tu-
ples for every 10-second sliding window. (1) Without reconfigura-
tion, the latency began to increase after 100 seconds because 𝐹𝐷
was not fast enough to process the incoming tuples. The latency
increased continuously until the backpressure mechanism slows
down the data ingestion rate. (2) Using the Epoch scheduler, the
latency rapidly increased to above 60 seconds until around 𝑡 = 135𝑠
due to the surge. The main reason for the increase was the block-
ing in the epoch alignment step. Before the sink operator worker
can process any tuple in the new epoch, it needed to wait until
all 40 upstream 𝐹𝐷 workers completely processed all tuples in the
old epoch. Note that the delay was determined by the slowest 𝐹𝐷
worker. There were two straggler workers that took 58 seconds
and 69 seconds to finish the old epoch, respectively. The two strag-
gler workers suffered from data skew. On average, each worker
processed 35,000 tuples in the old epoch. However, the slowest
worker processed 62,000 tuples. (3) Using the Fries scheduler, the
latency immediately decreased after 𝑡 = 120𝑠 , indicating that 𝐹𝐷
applied the reconfiguration and quickly processed the buffered
tuples. Compared to Epoch, Fries required less time to mitigate
the surge. In this reconfiguration, the MCS component contained
operator 𝐹𝐷 only. Therefore, FCMs are directly sent to all 𝐹𝐷 work-
ers and no epoch markers were propagated. This eliminated the
aforementioned delay caused by the epoch alignment step.

8.4 Effect of Data Ingestion Rates on
Reconfiguration Delays

Next we evaluated the effect of different factors on the delay. We
first considered data-ingestion rate. For workflow𝑊1, we gradually
increased the ingestion rate from 500 tuples/s to 2, 500 tuples/s.
After the execution of 120 seconds, we applied a dummy recon-
figuration on 𝐹𝐷 and measured the delay. As shown in Figure 14
(with a log scale for the 𝑦-axis), when the ingestion rate increased,
the delay of the Epoch scheduler also increased due to the larger
amount of in-flight tuples. Since the Fries scheduler sent FCM’s
directly to 𝐹𝐷 , its delay grew slower than the Epoch scheduler.
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Figure 14: Effect of ingestion rate on delay (𝑊1 on dataset 1).

8.5 Effect of Operator Costs on Delays
To evaluate the effect of operator cost on the reconfiguration delay,
for workflow𝑊1, we gradually increased the cost of the user-based
inference operator 𝐹𝐷 to process each input tuple. The 𝐹𝐷 operator
maintained a bounded queue of recent payment amounts of each
user. When an input tuple was received by 𝐹𝐷 , the operator passed

the payment amounts in the queue to its MLmodel. In different runs
of experiments, we gradually increased the size of this queue from
10 to 50 so that the operator took more time to process each input
tuple. Again, for each configuration, after the execution ran for 120
seconds, we applied a dummy reconfiguration on 𝐹𝐷 and measured
the delay under the two schedulers. As shown in Figure 15, when the
𝐹𝐷’s cost increased, the delay of the Epoch scheduler also increased
because each in-flight data tuple prior to the epoch marker took
more time to be processed. On the other hand, the delay of the Fries
scheduler grew much slower than the Epoch scheduler.
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Figure 15: Effect of operator cost on delay (𝑊1 on dataset 1).

8.6 Effect of Reconfigurations on Delays
We wanted to evaluate the effect of reconfigurations on the delay
under the two schedulers. We varied the number of reconfigura-
tion operators in both workflows𝑊2 and𝑊3. For both workflows,
we used 40 workers for each operator. For every 10 seconds, we
requested a reconfiguration and measured the average reconfigu-
ration delay. The results are shown in Table 3. For each reconfigu-
ration, we show its operators, the MCS components generated by
the Fries scheduler, the length of a longest path of each component,
the delay of using the Fries scheduler, and the delay of using the
Epoch scheduler. We reported the path length because it affected
the delay in the Fries scheduler.

We have the following observations from the results. (1) The
delay of the Fries scheduler was always significantly lower than
the delay of the Epoch scheduler. For example, for the𝑊2 configu-
ration on 𝐽1 and 𝐽4, the delay of the Fries scheduler was 1, 702ms,
compared to 12, 361ms of the Epoch scheduler. (2) The delay of
Fries was very low if each MCS component only had one operator.
For example, for the𝑊3 reconfiguration on 𝐽5 and 𝐽6, the Fries
scheduler had a delay of only 127ms. This low delay was because
the Fries scheduler sent FCM’s separately to both operators and
their reconfiguration happened in parallel. (3) When the length of
the longest path in a component increased, the delay also increased.
For example, for the reconfiguration of 𝐽1 and 𝐽3, the longest path
in their MCS had a length of 2, and the delay was 1, 664ms. For the
reconfiguration of 𝐽1 and 𝐽4, the longest path in their MCS had a
length of 3, the delay increased to 1, 702ms.

8.7 Reconfiguration Delays in Workflows with
One-to-many Operators

We used workflow𝑊4 to evaluate the effect of different reconfigu-
ration operators on the reconfiguration delay in workflows with
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Table 3: Reconfiguration operators, corresponding MCS, and
reconfiguration delay in workflows𝑊2 and𝑊3 on dataset 3.
Head operators in each component are highlighted in bold.

Reconfiguration
operators MCS components

Longest
path

length

Fries
Scheduler
delay (ms)

Epoch
Scheduler
delay (ms)

𝑊2

J1 {J1} 0 46 11,432
J2 {J2} 0 44 11,709
J1, J3 {J1, J2, J3} 2 1,664 12,339
J1, J4 {J1, J2, J3, J4} 3 1,702 12,361
J3, J4 {J3, J4} 1 387 13,767

𝑊3

J5 {J5} 0 87 4,127

J5, J6 {J5} 0 127 8,352{J6} 0
J5, J6, J7, J8 {J5, J6, J7, U1, J8} 3 447 19,608
J5, J6, J7, J9 {J5, J6, J7, U1, J8, J9} 4 526 19,717
J7, J8, J9 {J7, U1, J8, J9} 3 1,340 20,532

a one-to-many operator 𝑈 2. This operator split all the payments
of a user and sent them to both 𝐹𝐷1 and 𝐹𝐷2. Table 4 shows the
results. We have the following observations. (1) The delay of the
Fries scheduler was still always lower than the Epoch scheduler.
(2) The reconfiguration of 𝐹𝐷1 took a long time (47,892ms) in Fries
because 𝐹𝐷1 was not the head operator of its component. The
epoch markers had to go through the data channels of 𝐹𝐷1 (from
multiple workers). Since 𝐹𝐷1 processed tuples slowly, many of its
input tuples were buffered in its data channels, which delayed the
propagation of the epoch markers. (3) The reconfiguration of 𝐹2
took a long delay (221, 353ms) in Fries because its generated MCS
contained every operator on the path from 𝑈 2 and 𝐹2 with the
one-to-many𝑈 2 operator and both 𝐹𝐷1 and 𝐹𝐷2 were slow.

Table 4: Reconfiguration operators, corresponding MCS, and
reconfiguration delay in𝑊4 on dataset 2. Head operators in
each component are highlighted in bold.

Reconfiguration
operators MCS components

Longest
path

length

Fries
Scheduler
delay (ms)

Epoch
Scheduler
delay (ms)

F1, U2 {F1, U2} 1 69 151
FD1 {U2, FD1} 1 47,892 131,103
F2 {U2, FD1, FD2, F2} 5 221,353 236,153

8.8 Effect of MCS Pruning on Delays in
Workflows with One-to-many Operators

We used workflow𝑊5 to evaluate the effect of the MCS pruning
method proposed in Section 6.3 on the reconfiguration delay in
workflows with a one-to-many Replicate operator and a Self Join
operator. For each reconfiguration, we compared the Fries sched-
uler with the pruning step turned on and turned off. Table 5 shows
the results. We have the following observations. (1) In general,
when pruning is possible, the size of MCS components was reduced
and the delay with pruning was significantly lower than the delay
without pruning. For example, the reconfiguration of operator 𝐹𝐷4
and the reconfiguration of operator 𝐹3 benefited from the edge-
wise one-to-one pruning rule. (2) In the case of reconfiguring both
𝐹𝐷3 and 𝐹𝐷4, the pruning rules could not prune the one-to-many
Replicate operator. Therefore the delays were similar. (3) The recon-
figuration of operator 𝐸1 benefited from the uniqueness pruning

Table 5: The effect of MCS pruning on delays in𝑊5.

Reconfig-
uration
operators

MCS
with pruning

MCS
without pruning

Fries with
pruning
delay (ms)

Fries without
pruning
delay (ms)

FD4 {FD4} {RE, F4, FD4} 158 450,149
F3 {F3} {RE, FD3, S1, F3} 94 383,781
F4 {F4} {RE, F4} 10 446
FD3, FD4 {RE, FD3, F4, FD4} {RE, FD3, F4, FD4} 661,892 663,460

E1 {E1} {RE, FD3, S1, F3,
F4, FD4, SJ, E1} 85 1,122,686

rule. This reconfiguration had the largest benefit in delay because
the number of edges in the MCS reduced from eight to zero, which
greatly reduced the epoch maker synchronization time.

8.9 Effect of Multiple Workers on Delays
To evaluate the effect of the worker number per operator on the
reconfiguration delay, we considered workflow𝑊2 and increased
the worker number per operator from 1 to 40. After the workflow
ran for 20 seconds, we requested a dummy reconfiguration of 𝐽1 and
𝐽4. We measured the reconfiguration delay of the two schedulers.
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Figure 16: Effect of parallelism on delay (𝑊2 on dataset 3).

As shown in Figure 16, as the worker number increased, the de-
lay increased for both schedulers. This was because between each
pair of join operators, the data was shuffled and every join worker
needed to receive an epoch marker from all its upstream work-
ers. When each worker number increased, the number of epoch
markers to collect also increased. The delay of Fries scheduler was
again lower than the Epoch scheduler because the Fries scheduler
propagated epoch markers only through the data channels between
MCS workers. The number of channels between MCS workers was
always less than the number of channels between all workers.

9 CONCLUSIONS
We studied the problem of runtime configurations in dataflow sys-
tems with a low delay. We showed limitations of existing epoch-
based reconfiguration schedulers on the delay. We developed a
new technique called Fries that uses fast control messages to do
reconfigurations. We formally defined consistency in runtime re-
configurations, and developed a Fries scheduler with consistency
guarantee. Our extensive experimental evaluation showed the ad-
vantages of this technique compared to epoch-based schedulers.
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